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• At low pressure is an insulating molecular crystal
• Does metallisation with pressure occurs into the molecular phase or does it 

requires a structural transition to a monoatomic crystal ?

Metallization of solid hydrogen under pressure

BCC could be stable for P>25GPa
layer-like structures might be stable at lower P

Still today open questions remains?
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HIGH-PRESSURE PHYSICS

Observation of the
Wigner-Huntington transition
to metallic hydrogen
Ranga P. Dias and Isaac F. Silvera*

Producing metallic hydrogen has been a great challenge in condensed matter physics.
Metallic hydrogen may be a room-temperature superconductor and metastable
when the pressure is released and could have an important impact on energy and
rocketry. We have studied solid molecular hydrogen under pressure at low
temperatures. At a pressure of 495 gigapascals, hydrogen becomes metallic, with
reflectivity as high as 0.91. We fit the reflectance using a Drude free-electron
model to determine the plasma frequency of 32.5 ± 2.1 electron volts at a temperature
of 5.5 kelvin, with a corresponding electron carrier density of 7.7 ± 1.1 × 1023 particles
per cubic centimeter, which is consistent with theoretical estimates of the
atomic density. The properties are those of an atomic metal. We have produced
the Wigner-Huntington dissociative transition to atomic metallic hydrogen in
the laboratory.

S
everal key problems in physics involving
hydrogen include production of the metal-
lic phase, high-temperature superconduc-
tivity, and controlled nuclear fusion (1).
The transition to solid metallic hydrogen

(SMH) was envisioned by Wigner and Huntington
(WH) more than 80 years ago (2). They predicted
a first-order dissociative transition to an atomic
lattice through compression of solid molecular
hydrogen to a sufficiently high density. Solid
atomic hydrogen would be a metal with one
electron per atom with a half-filled conduction
band. Although WH’s density for the transition
was approximately correct, their predicted pres-
sure of 25 GPa (100 GPa = 1 megabar) was way
off because they incorrectly used the zero-pressure
compressibility for all pressures. Wigner and
Huntington predicted a simple phase diagram.
Enormous experimental and theoretical devel-
opments dramatically reshaped the phase dia-
gram of hydrogen (Fig. 1) over the past decades.
Modern quantum Monte-Carlo methods and
density functional theory predict pressures of
~400 to 500 GPa for the transition (3–5), with
an atomic lattice being in the I41/amd space
group (5, 6). Metallic hydrogen (MH) may be a
high-temperature superconductor, predicted by
Ashcroft (7), with critical temperatures possibly
higher than room temperature (8, 9). Moreover,
other predictions suggest SMH is metastable at
room temperature when the pressure is released
(10). The combination of these expected proper-

ties makes SMH important for solving energy
problems and can potentially revolutionize rock-
etry as a powerful propellant (11).
The pathways to MH require either increasing

pressure at low temperature (Fig. 1, pathway I)
or increasing temperature to cross the plasma
phase transition (Fig. 1, pathway II) (12–17). Path-
way I transitions through a number of phases
not envisioned in the simple phase diagram pre-
dicted by WH. The low-pressure properties of solid
molecular hydrogen are fascinating, and many
aspects—such as the importance of ortho-para
concentrations, and solid-solid phase transitions
characterized by orientational order—have been
reviewed elsewhere (3, 18). In the low-pressure,
low-temperature phase I, molecules are in spheri-
cally symmetric quantum states and form a hex-
agonal close-packed structure. Phases II, III, and
IV are phases with structural changes and orienta-
tional order of the molecules (19–23). A new phase
in hydrogen observed at liquid-helium temper-
atures believed to precede the metallic phase was
called H2-PRE (24) [also named VI at higher
temperatures (25)].
We carried out a rigorous strategy to achieve

the higher pressures needed to transform hydro-
gen to SMH in a diamond anvil cell (DAC).
Diamond failure is the principal limitation for
achieving the required pressures to observe SMH.
We believe that one point of failure of diamonds
arises from microscopic surface defects created
in the polishing process. We used type IIac conic
synthetic diamonds (supplied by Almax-Easylab)
with ~30-mm-diameter culet flats. We etched off
~5 mm from the diamond culets using reactive
ion etching to remove surface defects (figs. S7

and S8) (26). We vacuum annealed the diamonds
at high temperature to remove residual stresses.
A second point of failure is diamond embrit-
tlement from hydrogen diffusion. Hydrogen can
disperse into the confining gasket or the dia-
monds (at high pressure or temperature). As
an activated process, diffusion is suppressed at
low temperatures. We maintained the sample at
liquid-nitrogen or liquid-helium temperatures
during the experimental runs. Alumina is also
known to act as a diffusion barrier against hy-
drogen. We coated the diamonds along with the
mounted rhenium (Re) gasket with a 50-nm-thick
layer of amorphous alumina through the pro-
cess of atomic layer deposition. We have found
through our extensive experience with alumina
coatings at high pressures that it does not af-
fect or contaminate the sample, even at tem-
peratures as high as ~2000 K (12). Last, focused
laser beams, even at low laser power (10 mW)
on samples at high pressures in DACs, can also
lead to failure of the highly stressed diamonds.
Laser light in the blue spectral region appears to
be particularly hazardous because it potentially
induces the growth of defects (27). Thermal shock
to the stressed culet region from inadvertent laser
heating is another risk. Moreover, a sufficiently
intense laser beam, even at infrared (IR) wave-
lengths, can graphitize the surface of the dia-
mond. Thus, we studied the sample mainly with
very low-power, incoherent IR radiation from a
thermal source and minimized illumination of
the sample with lasers when the sample was at
very high pressures.
We cryogenically loaded the sample cham-

ber at 15 K, which included a ruby grain for
pressure determination. We initially determined
a pressure of ~88 GPa by means of ruby fluo-
rescence (26). Determining the pressure in the
megabar regime is more challenging (26). We
measured the IR vibron absorption peaks of
hydrogen at higher pressures (>135 GPa) with
a Fourier transform IR spectrometer with a
thermal IR source, using the known pressure
dependence of the IR vibron peaks for pressure
determination (26). We did this to a pressure of
~335 GPa, while the sample was still transpar-
ent (Fig. 2A). The shift of the laser-excited
Raman active phonon of the diamond in the
highly stressed culet region is currently the
method used for determining pressure at ex-
treme high pressures. For fear of diamond failure
due to laser illumination and possible heating
of the black sample, we only measured the
Raman active phonon at the very highest pres-
sure of the experiment (495 GPa) after the
sample transformed to metallic hydrogen and
reflectance measurements had been made. We
equipped our DACS with strain gauges that al-
lowed us to measure the applied load, which we
found was proportional to pressure during cal-
ibration runs (26). We estimated pressure be-
tween 335 and 495 GPa using this calibration.
We increased the load (pressure) by rotating a
screw with a long stainless-steel tube attached
to the DAC in the cryostat. Increasing the pres-
sure by rotating the screw after the 335-GPa
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pressure point resulted in our sample starting
to turn black (Fig. 2B) as it transitioned into the
H2-PRE phase (24). Earlier studies of hydrogen
reported the sample as black at lower pressures
(28), but we believe that this is a result of dif-
ferent pressure calibrations in this high-pressure
region (26).
After some more screw turns (fig. S3), the

sample reflectance changed from black to high
reflectivity, characteristic of a metal (Fig. 2C).

We then studied the wavelength dependence of
the reflectance of the sample at liquid-nitrogen
and liquid-helium temperatures (Fig. 3). In order
to do this, the stereo microscope, used for visual
observation (Fig. 2), was replaced with a high-
resolution long-working-distancemicroscope (Wild
Model 420 Macroscope) that not only allowed vi-
sual observation but also allowed an attenuated
laser beam to be cofocused with the microscope
image. In order to measure the reflectance, we

wanted to magnify the image of the sample and
project it on a camera. The Macroscope (fig. S5)
(26) enables an external image to be formed that
can be further magnified for a total calibrated
magnification of ~44; this was imaged onto a
color CMOS (complementary metal-oxide semi-
conductor) camera (DC1645C, Thorlabs). We can
select the area of interest (effectively spatial fil-
tering) and measure the reflectance from different
surfaces (fig. S6). We measured the reflectance
from the MH and the Re gasket. We measured at
three wavelengths in the visible spectral region,
using both broadband white light and three nar-
row band lasers that illuminated the sample (26),
as well as one wavelength in IR. The measured
reflectances are shown in Fig. 3, along with mea-
surements of reflectance of the Re gasket and
reflectance from a sheet of Re at ambient con-
ditions that agreed well with values from the
literature (29).
At high pressure, the stressed culet of the dia-

mond becomes absorptive, owing to closing down
of the diamond band gap (5.5 eV at ambient) (30).
This attenuated both the incident and reflected
light and is strongest in the blue. Fortunately,
this has been studied in detail by Vohra (31),
who provided the optical density for both type
I and II diamonds to very high pressures. We
used this study (fig. S4) and determined the
corrected reflectance (Fig. 3A). Last, after we
measured the reflectance, we used very low
laser power (642.6 nm laser wavelength) and
measured the Raman shift of the diamond pho-
non to be 2034 cm−1. This value fixes the end
point of our rotation or load scale because the
shift of the diamond phonon line has been
calibrated. The linear 2006 scale of Akahama
and Kawamura (32) gives a pressure of 495 ±
13 GPa when the sample was metallic. We do
not include the potentially large systematic un-
certainty in the pressure (26). This is the highest
pressure point on our pressure versus load or
rotation scale (fig. S3). Such curves eventually sat-
urate; the pressure does not increase as the load
is increased.
An analysis of the reflectance can yield impor-

tant information concerning the fundamental
properties of a metal. A very successful and easy-
to-implement model is the Drude free-electron
model of a metal (33). This model of a metal is
likely a good approximation to relate reflectance
to fundamental properties of a metal. A recent
band structure analysis of the I41/amd space
group by Borinaga et al. (9) shows that for this
structure, electrons in SMH are close to the free-
electron limit, which supports the application
of a Drude model. The Drude model has two
parameters, the plasma frequency wp and the
relaxation time t. The plasma frequency is given
by w2

p ¼ 4pnee2=me, where me and e are the elec-
tron mass and charge and ne is the electron
density. The complex index of refraction of MH
is given by N2

H ¼ 1−w2
p=ðw2 þ jw=tÞ, where w is

the angular frequency of the light. The MH is
in contact with the stressed diamond that has
an index of refraction ND; this has a value of ~2.41
in the red region of the spectrum at ambient
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Transparent H2 Reflective HOpaque H2

205 GPa 415 GPa 495 GPa

Fig. 2. Photographs of hydrogen at different stages of compression. Photos were taken with an
iPhone camera (Apple, Cupertino, CA) at the ocular of a modified stereo microscope, using light-emitting
diode (LED) illumination in the other optical path of the microscope. (A) At pressures up to 335 GPa,
hydrogen was transparent. The sample was both front and back illuminated in this and in (B); the less
bright area around the sample is light reflected off of the Re gasket. (B) At this stage of compression, the
sample was black and nontransmitting. The brighter area to the top right corner is due to the LED
illumination, which was not focused on the sample for improved contrast. (C) Photo of metallic hydrogen
at a pressure of 495 GPa.The sample is nontransmitting and observed in reflected light.The central region
is clearly more reflective than the surrounding metallic Re gasket.The sample dimensions are ~8 to 10 mm,
with thickness of ~1.2 mm (26).

Fig. 1. Experimental/theoretical P-Tphase diagram of hydrogen. Shown are two pathways to MH: I is
the low-temperature pathway, and II is the high-temperature pathway. In pathway I, phases for pure para
hydrogen have lettered names: LP, low pressure; BSP, broken symmetry phase; and H-A, hydrogen-A. The
plasma phase transition is the transition to liquid metallic atomic hydrogen.
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According to theoretical predictions, insulating molecular 
hydrogen dissociates and transforms into an atomic metal at 
pressures P!≈!370–500!GPa (refs.!1–3). In another scenario, the 
metallization first occurs in the 250–500!GPa pressure range 
in molecular hydrogen through overlapping of electronic 
bands4–7. The calculations are not accurate enough to predict 
which option is realized. Here, we show that at a pressure of 
350–360!GPa and temperatures <200!K, the hydrogen starts 
to conduct, and that the temperature dependence of the elec-
trical conductivity is typical of a semimetal. The conductivity, 
measured up to 440!GPa, increases strongly with pressure. 
Raman spectra, measured up to 480!GPa, indicate that hydro-
gen remains a molecular solid at pressures up to 440!GPa, 
while at higher pressures the Raman signal vanishes, prob-
ably indicating further transformation to a good molecular 
metal or to an atomic state.

Achieving a metallic state of hydrogen, predicted to occur at high 
pressure, is one of the most attractive goals in condensed-matter 
physics and remains a long-standing challenge both for theory 
and experiment. In 1935 Wigner and Huntington1 proposed that 
any lattice built of hydrogen atoms (protons) should display metal-
lic properties—similar to the alkali metals. However, a metallic 
state can be stabilized only at very high pressures ∼370–500 GPa 
(refs. 2,3,8). Besides the ultimate simplicity, atomic metallic hydrogen 
is attractive because of the predicted very high critical tempera-
ture for superconductivity9. Recently, experimental evidence on 
the transformation of hydrogen to the atomic state at 495 GPa was 
reported10. This work was met with strong criticism11: in particu-
lar, the pressure is probably significantly (>100 GPa) overestimated, 
and the observed enhanced reflectance could be related to a trans-
formation observed in earlier work at ∼360 GPa (ref. 12). There is 
another possibility for transformation to a metallic state: the band-
gap of the crystalline molecular hydrogen can decrease with pres-
sure and eventually close before the dissociation of molecules and 
transformation to the atomic state. This path to metallization is con-
sidered in many recent theoretical estimates4–7. It also requires very 
high pressures of ∼250–500 GPa.

The calculations and prediction of metallization rely on the 
knowledge of the structure; however, only the structure of phase 
I (Fig. 1) was determined as P63/mmc at P = 5.4 GPa (ref. 13). The 
structure of phase III (the subject of the present study) still remains 
unidentified14,15. Ab initio structural predictions suggest that C2/c 
structure is the most likely candidate for phase III at P > 200 GPa 
(ref. 2). This structure generally agrees with the Raman and infrared 
data available in the 150–300 GPa (ref. 16) range while the quanti-
tative description of the infrared spectra is not satisfactory17. The 
density functional theory-based methods that are used in the crys-
tal structure search are not suitable for calculations of the bandgap, 
where the gap is strongly underestimated. The GW approximation 

is better, and gives the gap closure in the C2/c structure at ∼360 GPa 
(ref. 18). Diffusion quantum Monte Carlo calculations give similar 
pressure of P ≈ 335 GPa for the closure5. In these and the majority 
of other calculations, the indirect (thermal) gap closes first. This 
means that the closure is difficult to detect optically because the 
absorption associated with indirect, phonon-assisted transitions is 
low. The typical absorption coefficient is α ≈ 10–102 cm−1, while a 
sample in a diamond anvil cell (DAC) is ∼10−4 cm thick. Only the 
direct gap can be measured16,19 where the absorption coefficients 
α > 104 cm−1.

Semimetallic molecular hydrogen at pressure 
above 350!GPa
M. I. Eremets" "*, A. P. Drozdov, P. P. Kong and H. Wang
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Fig. 1 | Low-temperature part of the phase diagram of hydrogen. The 
domains of the different phases are indicated by Roman numerals (see 
ref.!12 for details). The black experimental points were obtained in the 
present work as described in Supplementary Fig. 5. The other points 
are from ref.!12. The different colours and symbols indicate different 
experimental runs. The shaded blue region indicates the domain of the 
molecular but metallic (semimetallic) hydrogen in phase III; the shaded 
orange region indicates the domain of phase V. A point at ∼450!GPa and 
100!K indicates a possible boundary with the next non-molecular phase 
(or good metallic molecular state) as signatures of hydrogen molecules in 
the Raman spectra disappeared at higher pressures; the P,T boundary is 
tentatively outlined by the dotted line.
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(or good metallic molecular state) as signatures of hydrogen molecules in 
the Raman spectra disappeared at higher pressures; the P,T boundary is 
tentatively outlined by the dotted line.
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vanishing of the molecular Raman signal:
structural transition or direct gap closure?



The strain in the anvil limits the pressure of the standard DAC to about 400GPa
New geometries (toroidal) allows to go up to ~1TPa …
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Over the past 60 years, the diamond anvil cell (DAC) has been developed into a widespread

high static pressure device. The adaptation of laboratory and synchrotron analytical techni-

ques to DAC enables a detailed exploration in the 100 GPa range. The strain of the anvils

under high load explains the 400 GPa limit of the conventional DAC. Here we show a toroidal

shape for a diamond anvil tip that enables to extend the DAC use toward the terapascal

pressure range. The toroidal-DAC keeps the assets for a complete, reproducible, and accu-

rate characterization of materials, from solids to gases. Raman signal from the diamond anvil

or X-ray signal from the rhenium gasket allow measurement of pressure. Here, the equations

of state of gold, aluminum, and argon are measured with X-ray diffraction. The data are

compared with recent measurements under similar conditions by two other approaches, the

double-stage DAC and the dynamic ramp compression.
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… and the use of X-ray synchrotron radiation allow new investigations
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Synchrotron infrared spectroscopic 
evidence of the probable transition  
to metal hydrogen

Paul Loubeyre1*, Florent Occelli1 & Paul Dumas1,2

Hydrogen has been an essential element in the development of atomic, molecular and 
condensed matter physics1. It is predicted that hydrogen should have a metal state2; 
however, understanding the properties of dense hydrogen has been more complex 
than originally thought, because under extreme conditions the electrons and protons 
are strongly coupled to each other and ultimately must both be treated as quantum 
particles3,4. Therefore, how and when molecular solid hydrogen may transform into a 
metal is an open question. Although the quest for metal hydrogen has pushed major 
developments in modern experimental high-pressure physics, the various claims of 
its observation remain unconfirmed5–7. Here a discontinuous change of the direct 
bandgap of hydrogen, from 0.6 electronvolts to below 0.1 electronvolts, is observed 
near 425 gigapascals. This result is most probably associated with the formation of the 
metallic state because the nucleus zero-point energy is larger than this lowest 
bandgap value. Pressures above 400 gigapascals are achieved with the recently 
developed toroidal diamond anvil cell8, and the structural changes and electronic 
properties of dense solid hydrogen at 80 kelvin are probed using synchrotron infrared 
absorption spectroscopy. The continuous downward shifts of the vibron wavenumber 
and the direct bandgap with increased pressure point to the stability of phase-III 
hydrogen up to 425 gigapascals. The present data suggest that metallization of 
hydrogen proceeds within the molecular solid, in good agreement with previous 
calculations that capture many-body electronic correlations9.

The search for metal hydrogen has a unique place in high-pressure 
physics. Indisputably, metal hydrogen should exist. Owing to increase 
in electron kinetic energy because of quantum confinement, pres-
sure should turn any insulator into a metal, as observed for molecular 
oxygen around 100 GPa some 20 years ago10. At first, the prediction of 
the insulator–metal transition in dense hydrogen was intertwined with 
the molecular dissociation2. However, it was later suggested that metal 
hydrogen may exist as a proton-paired metal11. Quantitative predic-
tions of the stability domain and of the properties of metal hydrogen 
remain challenging because many contributions could be in effect 
and should be self-consistently treated3,4; for example, many-body 
electronic correlations, nuclear quantum effects, nuclear spin order-
ing, coupling between protons and electrons (as suggested by a large 
Born–Oppenheimer separation parameter), or anharmonic effects. 
The most advanced calculations, such as diffusion Monte Carlo (DMC) 
simulations4,9,12, now go beyond the electronic correlation mean-field 
description of density functional theory and try to capture many-body 
electronic correlations. Importantly, metal hydrogen should exhibit 
notable properties, such as room-temperature superconductivity13–15, 
a melting transition at a very low temperature into a superconducting 
superfluid state16 and a mobile solid state17.

The change in the direct bandgap of solid hydrogen was previously 
measured up to 300 GPa by visible absorption mesurements18. By 
extrapolating to zero the linear decrease of the bandgap with den-
sity, the transition to metal hydrogen was predicted to occur around 
450 GPa. In this work, we extend the investigation of the direct band-
gap decrease down to the near-to-mid-infrared energy range. Infra-
red measurements provide a non-intrusive method both to disclose 
structural changes and also to characterize the electronic properties 
of hydrogen up to its metal transition. Our approach is based on two 
experimental developments. First, in order to overcome the 400 GPa 
limit of conventional diamond anvil cells19, we used the recently devel-
oped toroidal diamond anvil cell (T-DAC)8 that can achieve pressures 
of up to 600 GPa. Importantly, under extreme pressures, the T-DAC 
preserves the advantages of the standard diamond anvil cell in terms 
of stress distribution, optical access and sample size. Synthetic type-
IIa diamond anvils were used to provide infrared transparency down 
to 800 cm−1. Second, an infrared horizontal microscope was designed 
to be coupled to a collimated exit port of a synchrotron-feed Fourier-
transform infrared spectrometer at the SMIS beamline at the SOLEIL 
synchrotron facility. Such a high-brightness broadband infrared source 
is essential for measuring, by transmission, satisfactory signal-to-noise 
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Full absorbance: direct gap closure 



Problems for theory of hydrogen

1) Crystalline structures are unknown: they need to be guessed

2) DFT is the work-horse but its electronic solution is not really predictive. Different 
functionals need to be benchmarked against more fundamental theories like QMC.

3) We need to sample coupled electron-proton systems in a predictive way.

4) Nuclear Quantum effects are very large and need to be treated accurately.

5) We relay on BO approximation: is it appropriate? 

6) We would like to have access not only to nuclear but also to electronic properties (like 
optical responses) with predictive accuracy. 



Cristalline structures: Phases III  - Metallic Hyd.

C2/c-24

Cmca12

Best structures according to Ab-Initio 
Random Structure Search with GGA-PBE and 
zero point energy accounted by Self-
consistent harmonic approximation
Pickard-Needs, Nature Physics 3, 473 (2007)
McMahon, Ceperley PRL 106, 165302 (2011)

Ground State Prediction (QMC+DFTHA)
McMinis et al PRL, 2015: 

P<450 GPa   C2/c
P>450GPa    CsIV

Chapter 3 High pressure solid hydrogen 45

Figure 3.1: The C2c structure, based on the lattice proposed at P=300 GPa in the supplementary
material of ref. [101]. Right panel: a 3D view, depicting the four layers stacked in an ABCD
fashion. The layers are made of molecules nearly parallel to the respective planes. Left panel: a
top view of one layer. The molecular centers form a distorted hexagonal lattice. The primitive

cell contains 24 atoms.

For example, a strong candidate for phase III is the C2c structure, depicted in fig. 3.1: four layers,
alternating in an ABCDA fashion. The arrangement of the molecules within the layers (see fig. 3.1)
creates a non vanishing electric dipole moment, leading to a relatively strong infrared signal [101],
compatible at least qualitatively with experimental results [41]. A structure that is competitive at
higher pressures (P>250 GPa) is the Cmca12 lattice (fig. 3.2). In this case the molecular layers are
arranged in an ABAB fashion: the molecules are completely parallel to the planes.

Figure 3.2: The Cmca12 structure, based on the lattice proposed at P=300 GPa in the
supplementary material of ref. [101]. Right panel: a 3D view, depicting the two layers stacked in
an AB fashion. The layers are made of molecules that lie parallel to the respective planes. Left
panel: a top view of one layer. The arrangement of the moleculer centers is similar to the C2c
layers, but in this case the distorsion from the hexagonal symmetry is larger. The primitive cell

contains 12 atoms.

Another competitive structure is Cmca4 (fig. 3.3): the symmetry group is the same as Cmca12,
but in this case the primitive cell contains 4 atoms. It would be more appropriate to talk about
this structure in terms of orthorombic symmetry, since distances among in-plane and out-of-plane
molecules are comparable; nevertheless, it is still useful when comparing with the other structures.

3.1.1 Mixed structures

C2c, Cmca12 and Cmca4 are all molecular layered structures. In the search for the most stable
lattices, a different class of structures emerged: they still have layers, but the hydrogen atoms
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FIG. 2: (color online). Zero-temperature structures of the most stable phases of atomic metallic

hydrogen. (a) Unit cell of I41/amd (c/a > 1) at 1.5 TPa. (b) 2 × 2 × 1 supercell of R-3m at 3.5

TPa.

for the atomic metallic phase of hydrogen [2, 7, 8].

Given that our calculations span a large range in pressures, and also much higher than

previously considered, Fig. 1 contains a significant number of structures. Below 500 GPa

(rs = 1.225), the most stable structure is the molecular phase Cmca, which has previously

been predicted by both theoretical calculations [21] and AIRSS [17]. Near 500 GPa, Cmca

dissociates into a monatomic body-centered tetragonal structure of space-group I41/amd

with a c/a ratio greater than unity (e.g., c/a = 2.588 at 500 GPa), as shown in Fig. 2(a).

This transition is also consistent with previous calculations [17].

I41/amd is found to remain stable until approximately 2.5 TPa (rs = 0.969), resisting

compression along the c axis (e.g., c/a = 2.993 at 2.5 TPa). It should be noted that

this result is similar to the conclusion of a previous study that considered a number of

tetragonal structures [8]. The only other structure close in enthalpy to I41/amd generated

during our searches was Pmmn, which is still 15 meV/proton less stable at all pressures.

While relatively unstable, Pmmn does form an intriguing structure. Below 1.9 TPa Pmmn

is monatomic. However, with increasing pressure a pairing of atoms occurs forming a mix

of molecular and atomic hydrogen, which arrange to form linear chains; see Fig. 3(a).

Near 2.5 TPa four additional structures become important, with nearly equal enthalpies.

The least stable of this group is a face-centered orthorhombic structure with space-group

Fmmm, which is similar to the face-centered cubic (fcc) latice (space-group Fm-3m, also

shown in Fig. 1) except elongated along the b and c axes (e.g., b/a = 1.724 and c/a = 2.021

4

Cs-IV (up to 1200GPa)



Fundamental gap by QMC  

Twisted-boundary Grand Canonical QMC analysis.
• For fixed nuclei we run RQMC/DMC electronic calculations with �  electrons and a 

3D regular grid of twist angles � .  
Ne ∈ [Np − n, Np + n]

θ

�qp = lim
N!1

{[E0(N + 1)� E0(N)]� [E0(N) + E0(N � 1)]} = µ+ � µ�fundamental gap:

Total energy (hartrees):   each point is a different RQMC calculation

= twist angle (k-point)
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At fixed � , it implies that the optimal number of electrons depends on the twist:   �μ n̄(θ, μ) ⟹ E(N + n̄, θ)
Averaging over twists �  at fixed �  and inverting the relation between �  and �  the gap is(⟨ . . . ⟩θ) μ ⟨n̄⟩θ μ

�qp = µ+ � µ� ' dhEi✓
dhn̄i✓

����
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0�

Y. Yubo, V. Gorelov, Pierleoni, Ceperley, Holzmann, Electronic band gaps from Quantum Monte Carlo methods, PRB 101, 085115 (2020).
V. Gorelov, M. Holzmann, DM Ceperley and C. Pierleoni, Energy gap closure of crystalline molecular hydrogen with pressure , PRL (2020).

In the Grand-Canonical ensemble at T=0K, the equilibrium state corresponds to

�Ω(μ, θ) = min
n

[E(N + n, θ) − μ(N + n)]

3

(a) (b)

FIG. 1. GCTABC analyses of the C2/c-24 structure of solid hydrogen at rs = 1.38 (234GPa). (a) the electron density ne as
a function of the chemical potential µ obtained from HSE functional in comparison to QMC, the inset illustrates the energy
density as a function of µ from HSE functional. (b) energy density e0 as a function of ne using QMC, the inset shows the
derivative discontinuity where �ne is the change of the electronic density with respect to the insulating state. Size corrections
as discussed in the text are included.

The structure factor for a homogenous system obeys
the bound [1, 14]

SNe(k) 
h̄k

2

2m!p

✓
1 �

1

✏k

◆1/2

, (7)

where !p = 4⇡h̄
2
e
2
ne/m is the plasma frequency and ✏k

the static dielectric constant for wavevector k (To sim-
plify the notations, we will supress the dependence on
the wave vector in the following). YY: This inequality

is derived by applying the plasmon-pole approxi-

mation to the sum rules of the dynamic structure

factor S(k, !)). It implies that the structure factor must
vanish quadratically as k ! 0 [31]. The 1/Ne finite-size
corrections of the energy per electron is a direct conse-
quence of this behavior of SNe(k) [28]. However, these
leading order corrections are not su�cient for excitation
energies, since the energy gap is of the same order as
finite size corrections to the total energy.

As we will show below, the key to understanding size
e↵ects of energy di↵erences is encoded in the change of
SNe(k) as electrons are added or removed. In particular,
the limiting behavior of SNe±1(k) as k ! 0 will provide
the dominant finite size correction.

For concreteness, we will assume a Slater-Jastrow form
for the ground state wave function  0 / D exp[�U ]. The
determinant, D, is built out of Bloch orbitals, �qn(r)
with q inside the first Brillouin zone, n is the band in-
dex, and U is a general, symmetric n-body correlation
factor [32]. For simplicity we assume it is two body:
U =

P
i<j u(ri, rj). Let us consider the action of e

ik·rj

on a single particle orbital �qn(rj) in the Slater determi-

nant of the ground state. In the limit of small k, this can
be approximately written as �q+kn(rj). Expanding the
determinant in terms of its cofactors �D

��qn(rj)
and making

the excitation we have

⇢k 0 /

X

j

X

q,n

�D

��qn(rj)
e
ik·rj�qn(rj)e

�U
. (8)

and the resulting determinant after summation over j

vanishes for small k if the Bloch orbital (q + k, n) is al-
ready occupied in the ground state determinant. Consid-
ering Ne ± 1 electron wave functions,  0(Ne ± 1;±q, m)
where Ne corresponds to the insulating state with fully
occupied bands in the Slater determinant, and qm de-
notes the additional particle/ hole orbital, we get

lim
k!0

⇢k 0(Ne ± 1;q, m) ⇠ ± 0(Ne ± 1;q+ k, m) (9)

for k 6= 0 where di↵erent sign for particle or hole ex-
citations on the r.h.s. is chosen to match the most
common sign convention, e.g. of Ref. [34]. The limit
k ! 0 is discontinuous since ⇢k=0 0(Ne ± 1;q, m) ⌘

(Ne ± 1) 0(Ne ± 1;q, m).
Kohn [33, 34] has pointed out that in the insulating

state the matrix elements

lim
q0!q

h 0(Ne ± 1;q, m)|⇢q�q0 | 0(Ne ± 1;q0
, m)i = ±

1

✏

(10)

approach the inverse dielectric constant, ✏
�1, up to a

sign. Substituting Eq. (9) into Eq. (10), suggests the



Correcting finite size effects is crucial for accurate predictions

ELECTRONIC BAND GAPS FROM QUANTUM MONTE CARLO … PHYSICAL REVIEW B 101, 085115 (2020)

FIG. 4. Fundamental gap before and after finite-size corrections.
!N is the DMC gap from a simulation with N atoms in the su-
percell without any finite-size correction, vM/ϵ is the leading-order
Madelung correction using the experimental value of ϵ−1, δ!N

s is the
next-to-leading-order density correction, which is related to the static
part of the structure factor. The line is a fit to !N + δ!N

s .

$ is the origin of the Brillouin zone and X the Brillouin
zone boundary in the (100) direction. By looking directly at
the highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO) states with LDA, it
is found that the carbon gap is 3.89 eV and the silicon gap
is 0.34 eV. The bands immediately above and below the
gap can be fit to a quadratic form which implies e0(µ) =
µ± ne(µ) + b± ne(µ)5/3. Therefore, the derivative de0/dne =
µ± + 5b±

3 n2/3
e has a discontinuity at ne = 0 and behaves as

n2/3
e above and below the gap. Applying our GCTABC proce-

dure to a single-particle theory, all states with energies below
the chemical potential are occupied. Varying the chemical
potential thus scans the underlying density of states. The
band gap is then determined by locating the band edges, µ± ,
disregarding the location in the Brillouin zone [50]. Figure 5
illustrates the density of states obtained from GCTABC giving
an LDA gap of 3.95 eV for the carbon gap and 0.38 eV for the
silicon gap. The small differences (∼0.05 eV) from the values

TABLE I. Energy gaps obtained from GCTAB QMC in eV. The
bare gap, !N , was calculated from Eq. (1) for a finite supercell con-
taining N atoms. The leading-order finite-size corrections are given
by the screened Madelung constants |vM |/ϵ, the next-to-leading
order by the twist correction of two-particle density correlations,
δ!s. We used the experimental value of ϵ for C and Si (5.7 and
11.7, respectively) and the value 18.8 for H2 extracted from S(k).
Finite-size corrections were also applied to the band edges, µ± .
The estimate of the gap in the thermodynamic limit is !∞ = !Ne +
|vM |/ϵ + δ!s. From our LDA analysis, we estimate a systematic bias
of ∼0.1 eV from the finite twist grid. This bias is larger than the
statistical error. SJ indicates Slater-Jastrow trial wave function, while
BF indicates backflow. The lattice constants of carbon and silicon are
3.567 Å and 5.43 Å, respectively.

rs N !N |vM |/ϵ δ!s µ−
∞ µ+

∞ !∞

H2 (BF) 1.38 96 3.3(1) 0.40 0.020 6.9(1) 10.7(1) 3.8(1)
1.34 96 2.4(1) 0.20 0.018 8.6(1) 11.2(1) 2.6(1)

C (BF) 1.318 8 3.9(1) 2.01 0.69 11.5(1) 18.1(1) 6.6(1)
C (SJ) 1.318 8 4.0(1) 2.01 0.69 11.5(1) 18.2(1) 6.7(1)

64 5.8(1) 1.00 0.02 11.9(1) 18.7(1) 6.8(1)
Si (BF) 2.005 8 0.6(1) 0.64 0.55 5.2(1) 6.9(1) 1.7(1)
Si (SJ) 2.005 8 0.6(1) 0.64 0.58 5.2(1) 7.0(1) 1.9(1)

64 1.4(1) 0.32 0.08 5.5(1) 7.3(1) 1.8(1)
216 1.6(1) 0.21 0.01 5.6(1) 7.4(1) 1.8(1)

obtained before are due to the finite resolution of the twist
grid, and can be controlled by using denser grids.

As can be seen in the same figure, the effective band
edge densities of states from GCTABC-DMC have a similar
functional form, but with a larger gap than the DFT ones. The
QMC computed gaps for the different sizes of the supercell are
summarized in table I. The results from different supercells
clearly show the important bias on gap introduced by the finite
size of the supercell. In Fig. 4, we show the bare gap, !N , the
Madelung-corrected one, !N + |vM |/ϵ, and our best correc-
tion, !∞ = !N + |vM |/ϵ + δ!s, for both systems against the
linear size of the supercell, where N is the number of atoms in
the supercell and ϵ is the experimental value of the dielectric
constant. We see that the next-to-leading-order corrections
are comparable to the leading-order one, in particular for the
eight-atom supercell of Si, whereas they rapidly decay for the
larger sizes.

The finite-size corrected values, !∞, of all different sizes
C and Si supercells agree with each other within the statistical
uncertainty, yielding the DMC-SJ values !∞ = 6.8(1) and
!∞ = 1.8(1) for the C and Si gap, respectively. We further
note that these values also agree with a numerical N−1/3

extrapolation of the gap values corrected by δ!s. For any
numerical N−1/3 extrapolation, it is very important to reduce
any bias due to higher order corrections as much as possible,
since the outcome of a fit is sensitive to the smallest system
sizes since they have the smallest statistical uncertainty. For
Si, a N−1/3 extrapolation of the bare !N values yields an
overestimation of 0.3 eV compared to !∞.

Since our finite-size corrected gaps show size convergence
for the smallest system size, it is now feasible to address
the systematic error due to the fixed node approximation.
To reduce this bias, we have added BF correlations in the
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(a) (b)

FIG. 1. GCTABC analyses of the C2/c-24 structure of solid hydrogen at rs = 1.38 (234GPa). (a) The electron density, ne, as a function
of the chemical potential µ obtained from HSE functional in comparison to QMC; the inset illustrates the energy density, e0, as a function of
µ from HSE functional. (b) Energy density, e0, as a function of ne using QMC; the inset shows the derivative discontinuity, where δne is the
change of the electronic density with respect to the insulating state. Size corrections, as discussed in the text, are included.

energies, since the energy gap is of the same order as finite-
size corrections to the total energy.

As we will show below, the key to understanding size ef-
fects of energy differences is encoded in the change of SNe (k)
as electrons are added or removed. In particular, the limiting
behavior of SNe± 1(k) as k → 0 will provide the dominant finite
size correction.

For concreteness, we will assume a Slater-Jastrow form for
the ground-state wave function "0 ∝ D exp[−U ]. The deter-
minant, D, is built out of Bloch orbitals, φqn(r) with q inside
the first Brillouin zone, nis the band index, and U is a general,
symmetric n-body correlation factor [33]. For simplicity, we
assume it is two body: U =

∑
i< j u (ri, r j ). Let us consider

the action of eik·r j on a single-particle orbital φqn(r j ) in the
Slater determinant of the ground state. In the limit of small
k, this can be approximately written as φq+kn(r j ). Expanding
the determinant in terms of its cofactors δD

δφqn(r j )
and making

the excitation, we have

ρk"0 ∝
∑

j

∑

q,n

δD
δφqn(r j )

eik·r j φqn(r j )e−U . (8)

and the resulting determinant after summation over j vanishes
for small k if the Bloch orbital (q + k, n) is already occupied
in the ground-state determinant. Considering Ne ± 1 electron
wave functions, "0(Ne ± 1; ± q, m), where Ne corresponds to
the insulating state with fully occupied bands in the Slater de-
terminant, and qm denotes the additional particle/hole orbital,
we get

lim
k→0

ρk"0(Ne ± 1; q, m) ∼ ± "0(Ne ± 1; q + k, m) (9)

for k ̸= 0, where different signs for particle or hole exci-
tations on the right hand side (r.h.s.) are chosen to match
the most common sign convention, e.g., of Ref. [34]. The
limit k → 0 is discontinuous since ρk=0"0(Ne ± 1; q, m) ≡
(Ne ± 1)"0(Ne ± 1; q, m).

Kohn [34,35] has pointed out that in the insulating state,
the matrix elements

lim
q′→q

⟨"0(Ne ± 1; q, m)|ρq−q′ |"0(Ne ± 1; q′, m)⟩

= ± 1
ϵ

(10)

approach the inverse dielectric constant, ϵ−1, up to a sign.
Substituting Eq. (9) into Eq. (10) suggests the following

finite-size behavior of the static structure factor of insulators

lim
k→0

S±
k = α± + O(k2), (11)

S±
k ≡ (Ne ± 1)SNe± 1(k) − NeSNe (k), (12)

where α± is proportional to ϵ−1. However, α± in general
differs from ϵ−1 unless Eq. (9) is an exact equality.

Figure 2 shows the behavior of S±
k for carbon and silicon

crystals. Note that these functions extrapolate to a nonzero
value as k → 0.

The long wavelength behavior of the structure factor,
Eq. (11), then gives rise to size corrections to excitation
energies through the potential energy term

⎡

⎣
∫

d3k
(2π )3

− 1
V

∑

k ̸=0

⎤

⎦vk

2
S±

k ≃ α±
|vM |

2
, (13)

where we have defined the Madelung constant as

vM =

⎡

⎣ 1
V

∑

k ̸=0

−
∫

d3k
(2π )3

⎤

⎦vk ∼ L−1 ∼ N−1/3
e . (14)

For the Coulomb potential, vM is proportional to L−1, the
inverse linear extension of the simulation cell. The negative
proportionality constant depends on the boundary conditions,
e.g., cell geometry, and can be calculated by the Ewald image
technique [36].
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(b)

FIG. 5. Density of states for carbon and silicon near the band edge. Each plot shows the derivative of the mean electron density with respect
to the chemical potential. This is the electronic density of states (DOS) in DFT, so the gap appears as a depleted region. The calculated DOS
is only valid near the band edge because only the two bands closest to the gap are considered within DFT and QMC. The DFT bands (done in
a primitive cell) have been folded into the Brillouin zone (BZ) of the 64-atom supercell to allow comparison with QMC.

Slater orbitals. Our BF correlations lower the SJ gap by
0.1 eV for both, C and Si. Previous BF calculations [25]
on Si have reported a 0.2 eV lowering compared to SJ. The
difference might be due to a different functional form or
optimization procedure. A systematic study on the bias of the
fixed-node approximation such as done with more general BF
correlations [51,52] or multideterminant trial wave functions
[53], possible for small supercells, could be done in the future.

So far, in our analysis of C and Si, we have imposed the
experimentally known dielectric constant in the leading order
Madelung correction. As described in Sec. III, there is no need
for any external knowledge to perform the size extrapolation
as the value of the Madelung correction can be obtained from
the behavior of the static structure factor, calculable within
the same QMC run, see Figs. 2 and 3. However, since the ex-
trapolation involved introduces an additional uncertainty, we
have preferred to use the experimental values to benchmark
our theory and better distinguish leading from next-to-leading
order size effects.

Using the dielectric bound Eq. (7) on the ground-state
structure factor to determine ϵ, we get ϵ0 = 6.2 ± 0.4 for
C and ϵ0 = 10.3 ± 1.3 for Si, which are compatible with
the experimental values of 5.7 and 11.7. The correspond-
ing leading-order finite-size corrections on the gap of the
64-atom system are then 0.92 ± 0.06 eV for C and 0.36 ±
0.14 eV for Si using the ab initio ϵ−1, as opposed to
1.00 eV for C and 0.32 eV for Si based on the experimental
values of ϵ−1.

As shown in Fig. 2, the asymptotic values of the finite-
sized structure factors, S±

k , are affected by a much larger
uncertainty, introducing larger systematic bias when used for
ab-initio size corrections. Still, already the extrapolation to a
nonzero value fixes the leading order size corrections to decay
as 1/L. This information alone can be crucial as calculations
for only two different supercell sizes will be sufficient to
determine size effects, whereas more supercell sizes would be
needed if the asymptotic form was not known.

We have also computed the band gap of solid hydrogen
using GCTABC in BF-RQMC calculations for one of the pos-
sible molecular structures predicted for phase III: C2/c-24 at
rs = 1.38 and rs = 1.34 (roughly corresponding to pressures
of 234 and 285 GPa, respectively). The results, in Table I,
show that the gap and size effects decrease with increasing
pressure. For these calculations, we use calculations for one
supercell and use its structure factor to estimate the dielectric
constant. From Fig. 1, we see that HSE DFT slightly underes-
timates the gap; however, the deviations from the plateau on
both sides are quite similar.

VI. COMPARISON WITH EXPERIMENT

Our best values for the fundamental electronic gap (BF-
DMC) significantly overestimate the experimentally mea-
sured values for C and Si by 1.1 and 0.5 eV, respectively as
shown in Table II. There are two main sources of systematic
errors which need to be taken into account: the use of pseu-
dopotentials and the neglect of electron-phonon coupling.

The QMC values for C and Si presented above are based
on pseudopotentials to replace the core electrons of the atoms.
Pseudopotentials are usually designed for accurate prediction
of static structural quantities. Excitation spectra, in particular,
the single-particle excitation gap, may be less well described.

TABLE II. Extrapolated band gap of Si and C from backflow
DMC calculations, "BF compared to the experimental values (exp).
We tabulated two main corrections: the difference between the gap of
an all-electron (AE) and the pseudopotential (PP) calculation within
GW calculations, and the neglect of electron-phonon coupling (e-ph).

"BF AE - PP e-ph exp

C 6.6(2) −0.26 (G0W0) [54] −0.6 (GW ) [56] 5.48 [67]
Si 1.7(1) −0.25 (G0W0)[54] −0.06 (DFT ) [57] 1.17 [67]
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We develop a method for calculating the fundamental electronic gap of semiconductors and insulators using
grand canonical quantum Monte Carlo simulations. We discuss the origin of the bias introduced by supercell
calculations of finite size and show how to correct the leading and subleading finite size errors either based
on observables accessible in the finite-sized simulations or from density-functional theory calculations. Our
procedure is applied to carbon, silicon, and molecular hydrogen crystals, and compared to experiment for carbon
and silicon.
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I. INTRODUCTION

Insulator and semiconductors are characterized by a nonva-
nishing fundamental gap [1], defined in terms of the ground-
state energies of a system of fixed ions as the number of
electrons is varied,

!Ne = E0(Ne + 1) + E0(Ne − 1) − 2E0(Ne), (1)

where E0(Ne) is the ground-state energy of an Ne electron
system.

Within density-functional theory (DFT), it is common to
interpret the eigenvalues of the Kohn-Sham equations as exci-
tation energies, the gap being the minimum excitation energy.
However, the resulting band gap within the local density
approximation (LDA) is typically found to be too small [2].
This qualitative failure can be alleviated either by hybrid
functionals or by adding corrections based on GW many-body
perturbation theory, although the precise value depends on
the underlying functional and approximation scheme involved
[1]. In principle, the fundamental gap can be calculated from
any method for ground-state energies based on the above
formula. High-precision methods for correlation energies as,
for example, provided by quantum Monte Carlo (QMC) [3– 6]
or coupled cluster methods [7,8] can be used. In this paper, we
propose a method for accurate calculations of the fundamental
gap within explicitly correlated methods and demonstrate its
use with fixed-node diffusion Monte Carlo (DMC) benchmark
studies on solid H2, C, and Si.

Methods based on correlated many-body wave functions
are usually applied to finite-sized systems, e.g., limited to
supercells containing only few unit cells. QMC calculations
of single-particle excitations for adding and removing elec-
trons [9– 12] crucially rely on the imposed extrapolation law
(e.g., finite-size error ∝ 1/L in Ref. [12] opposed to 1/L3

in Ref. [11], where L denotes the linear extension of the
supercell). This introduces considerable uncertainty in the

results. Heuristically, single-particle excitations are expected
to converge slowly for electronic systems, inversely propor-
tional to L, due to the interaction of charges across the periodic
boundaries [13,14]. Extrapolations with respect to the size of
the supercells are then essential to obtain reliable values of the
gap in the thermodynamic limit.

Most of the QMC calculations [15– 24] have therefore ad-
dressed charge-neutral, particle-hole excitations, where faster
convergence with respect to the size of the supercell is ex-
pected. Although the comparison with experiment is appeal-
ing [5], a later, more extended DMC study [25] of simple
semiconductor materials with larger supercells observed a
1/L dependence of the gap on the size of the supercell for
both charged single-particle and charge-neutral particle-hole
excitations. In addition, fixed-node energy differences are not
constrained to be upper bounds for particle-hole excitations
[26] since orthogonality to the ground state cannot be strictly
guaranteed. Furthermore, all QMC calculations so far have
addressed excitations at selected symmetry points contained
inside the supercell of the simulation. The fundamental gap
was then estimated indirectly by introducing a “scissor oper-
ator” [27] which assumes a rigid shift of the underlying DFT
band structure over the whole Brillouin zone.

In this paper, we show that twisted boundary conditions
within the grand canonical ensemble can be used to deter-
mine the fundamental gap from QMC without relying on
the “scissor” approximation. We prove that to leading order,
finite size effects due to two-body correlations are of order
1/L, and are related to the dielectric constant of the material.
Such effects can be understood and corrected for by using the
long wavelength properties of the electronic structure factor.
For that, we extend the approach described in Refs. [28,29]
which discusses the correction of finite size effects
on the ground-state energy based on information contained
in the static correlation functions of the finite system. Using
the static structure factor from simulation, it is possible to
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QMC+scissor correction (2018)

• Excellent agreement with GW gaps from McMinis (same structures)
• Good agreement with previous QMC estimates (Azadi et al, PRB 2017) but …
• other GW calculations predict smaller gap (1-2 eV smaller) but use different structures.

(structures optimized with vdW-DF)

Phase IV

3

FIG. 1: Pressure dependence of the fundamental energy gap
for ideal crystals. Closed circles indicate results from this

work for C2/c-24 (blue), Cmca-12 (orange) and Pc48 (green)
structures optimized with vdW-DF functional. Open circles
are results from GW calculation for the C2/c-24 structure

optimized with the same functional[32]. Closed triangles are
QMC results for C2/c-24 structure optimized with the BLYP
functional[40]. Open squares and triangles are GW results
from refs [55–57] for C2/c-24 (blue) and Cmca-12 (orange)
optimized with PBE functional. Note that pressures from

RQMC are slightly below (10-15GPa) the nominal
optimization pressure. Lines are guide to the eyes.

We find that HSE approximation [47] provides slightly
smaller values of the fundamental gap and reproduces
reasonably well the integrated density of states around
the Fermi energy. We employed HSE to compute optical
properties with the KGEC code[48] integrated into the
QuantumEspresso suite[49]. For thermal and quantum
crystals we employed both the William-Lax (WL) qua-
siclassical (SC) approximation discussed [50–54] and a
Quantum averaging (QA) which should better represent
ground state nuclei. Agreement with experiments is not
great and KG absorption spectra are systematically larger
than experimental ones. not sure:Interpretation of the
experiments is also somehow difficult due to the unknown
thickness of the absorbing sample. Loubeyre’s criteria
to extract the "direct" gap provides values in qualita-
tive agreement with the ones from QMC below 300GPa
but not above, where the computed absorption spectrum
is higher than experiments. We discuss the difference
between SC and QA averaging showing that there is a
substantial difference.

In this work we concentrate on molecular hydrogen in
phase III and phase IV where the gap closure is expected.
For the phase III we consider only two candidate struc-
tures, namely C2/c-24 and Cmca-12, which are among
the most competitive structures in ground state QMC

calculations with harmonic phonons corrections (with
DFT-PBE) [32, 58]. We consider both ideal structures
(meaning that the protons are point particle fixed at their
lattice sites) and quantum crystals, in which protons are
quantum particle, represented by path integrals, at finite
temperature. Ideal structures are relaxed employing DFT
with the vdW-DF functional at constant pressure which
is our nominal pressure. For Phase IV we did not consider
the recently proposed Pca21 structure[31] since it is found
to be rather similar to Pc48 after geometry relaxation
with the vdW-DF functional. As for the thermal crystals
in phase III we span the range of nominal pressure be-
tween ⇠ 250GPa and ⇠ 550GPa and consider isotherms
at 200K and 300K to address the temperature effects
on the band gap plus an additiona run at T=100K and
350GPa of nominal pressure. In phase IV was span the
range of nominal pressures between 250GPa and 350GPa
along the single isotherms at 430K. The CEIMC calcula-
tion for quantum crystals are performed at fixed volume
with protons initially placed at the lattice sites. All sys-
tems considered comprises 96 protons in nearly cubic
supercells with a 4x4x4 twist grid. Details of the CEIMC
simulations are similar to the ones reported in ref. [36].
For a given fixed nuclear configuration, the fundamental
energy gap is obtained by considering systems of variable
number of electrons n 2 [�10, 10] (n here indicates the dif-
ference between the number of electrons and protons, see
SM) and for each system we perform RQMC calculations
with imaginary-time projection t = 2.00Ha

�1 and time
step ⌧ = 0.01Ha

�1 for up to 6⇥ 6⇥ 6 Monkhorst-Pack
grid of twists. We check that those values are adequate
for converging the band gaps within our resolution. We
employed a Slater-Jastrow-Backflow trial wave function.
Wave function optimization was performed on each nu-
clear configuration for a single twist only. Details about
the trial function and the optimization procedure are
reported in ref. [59] while details about the method to
extract the gap as well as the method to correct it for
finite size effects are reported in ref. [39].

In figure 1 we report the value of the fundamental gap
for ideal crystals of the three structures in the range of
pressure considered and we compare with results from
other methods. We see that the gap decreases with pres-
sure in a similar fashion for all structures. Cmca-12 is
found to have the smaller gap, followed by C2/c-24 and
finally by the Pc48. As concerns comparing with other
predictions, we find good agreement with QMC estimates
of ref. [40] for the C2/c structure [61]. GW investigations
[55–57] reported smaller values of the gap. We believe
this disagreement is mainly due to the lattice geometry
that has been optimized at constant pressure with PBE
in ref.[55–57] while we employ vdW-DF. It has been previ-
ously observed as PBE provides longer bond length, hence
smaller gap values. GW results from structures optimized
with our procedure[32] are in excellent agreement with
our predictions.

Phase III

Hydrogen fundamental gap for ideal structures
V. Gorelov, M. Holzmann, DM Ceperley and C. Pierleoni, PRL (2020).

RQMC calculation for a 96 protons 
supercell and size corrections to 
extrapolate to the TL
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CEIMC: Metropolis Monte Carlo for finite T ions.  The BO energy in the Boltzmann 
distribution is obtained by a QMC calculation for ground state electrons. 

•Ground state electrons:  
• Trial wave function 
• Variation Monte Carlo (VMC) & Reptation Quantum Monte Carlo (RQMC)
• Twist Average Boundary Conditions (TABC) within CEIMC to reduce electronic 

(single particle) finite size effects.
•Finite temperature ions: Noisy Monte Carlo  The Penalty Method
•Moving the nuclei: two level sampling
•Quantum Protons: Path Integral Monte Carlo (PIMC) within CEIMC

•The computational cost of CEIMC is quite higher than for BOMD (limited to small 
systems ~100 protons), but the scaling is the same (~N3).

•HPC Tier-0 systems are now available for this generation of calculations and will be 
even more so in the near future (exascale).

Coupled Electron-Ion Monte Carlo (CEIMC): 
an ab-initio simulation method with QMC accuracy
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FIG. 4. Layer-specific pair correlation functions from CEIMC simulations with C2c initial structure at four densities. Insets: snapshots of the proton configurations
in two adjacent layers.

FIG. 5. Molecular related structural properties for simulations starting from
the C2c (left panels) and the Cmca12 (right panels) structures from both
CEIMC (blue) and PIMD (red). Top panels: average molecular bond length.
Middle panels: molecular Lindemann ratio (MLR). Bottom panels: orienta-
tional order parameter (OOP). Since for C2c, PIMD exhibits transitions to
mixed structures with atomic planes, the reported molecular properties from
PIMD correspond to the molecular layers only.

the molecular centers move when the trimers rotate. On the
other hand, the two pair distribution functions, compared in
Fig. 6, match each other rather well.

A direct comparison between CEIMC and PIMD calcu-
lated properties at higher pressures is biased by the struc-
tural transitions observed within PIMD. When we observe
mixed structures, the molecular properties are computed for
the molecular layers only. The bond length is very sensitive
to the changes of phase as seen in the upper panels of Fig. 5.
Indeed for the C2c structure, we can see a first discontinuity
between rs = 1.38 and rs = 1.34 in the PIMD results, when
the first transition occurs: molecules in the mixed phases have

FIG. 6. Pair correlation function starting from the C2c structure at rs = 1.38.
Comparison between CEIMC (blue) and PIMD (red).
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We performed simulations for solid molecular hydrogen at high pressures (250 GPa  P  500 GPa)
along two isotherms at T = 200 K (phase III) and at T = 414 K (phase IV). At T = 200 K, we
considered likely candidates for phase III, the C2c and Cmca12 structures, while at T = 414 K
in phase IV, we studied the Pc48 structure. We employed both Coupled Electron-Ion Monte Carlo
(CEIMC) and Path Integral Molecular Dynamics (PIMD). The latter is based on Density Functional
Theory (DFT) with the van der Waals approximation (vdW-DF). The comparison between the two
methods allows us to address the question of the accuracy of the exchange-correlation approximation
of DFT for thermal and quantum protons without recurring to perturbation theories. In general, we
find that atomic and molecular fluctuations in PIMD are larger than in CEIMC which suggests that
the potential energy surface from vdW-DF is less structured than the one from quantum Monte Carlo.
We find qualitatively different behaviors for systems prepared in the C2c structure for increasing
pressure. Within PIMD, the C2c structure is dynamically partially stable for P  250 GPa only:
it retains the symmetry of the molecular centers but not the molecular orientation; at intermediate
pressures, it develops layered structures like Pbcn or Ibam and transforms to the metallic Cmca-4
structure at P � 450 GPa. Instead, within CEIMC, the C2c structure is found to be dynamically stable
at least up to 450 GPa; at increasing pressure, the molecular bond length increases and the nuclear
correlation decreases. For the other two structures, the two methods are in qualitative agreement
although quantitative differences remain. We discuss various structural properties and the electrical
conductivity. We find that these structures become conducting around 350 GPa but the metallic Drude-
like behavior is reached only at around 500 GPa, consistent with recent experimental claims. Published

by AIP Publishing. https://doi.org/10.1063/1.5001387

I. INTRODUCTION

Hydrogen is the first element of the periodic table and, as
such, is often regarded as the simplest one. However, hydrogen
shows a complex behavior in its condensed phases as the den-
sity increases. Speculations about the existence of a low tem-
perature metallic solid state at 25 GPa started with Wigner and
Huntington;1 later calculations suggested that this state could
become a high-temperature superconductor.2 When experi-
ments achieved the predicted transition pressure, they did not
find a metallic state but a rich phase diagram with several dif-
ferent molecular structures.3–5 The quest for metallic hydrogen
at low temperature is still an on-going activity with different
experimental methods providing conflicting results.6–10

Performing experiments at high pressures is complicated
and the information obtained is partial. At low temperatures
in the crystalline phase, the boundaries among the different
solid phases are located by changes in the vibrational spectra,
but most of their structural properties remain elusive. At least

a)Author to whom correspondence should be addressed: carlo.pierleoni@
aquila.infn.it

four different phases have been identified: the low pressure
normal phase I, the broken-symmetry phases II and III,3 and
the mixed phase IV beyond 250 GPa and above 250 K.5,11

Phase IV was later shown to be at most semi-metallic.12–14

Eremets et al.
9 studied hydrogen at pressures up to 380 GPa

and T< 200 K with Raman scattering. For P> 360 GPa, they
find that the intensity of the low frequency Raman spectra
vanish when cooling the system below 200 K; at the same
time, a strong drop in resistance is observed in the same ther-
modynamic conditions (P > 360 GPa and T< 200 K). They
thus draw a vertical transition line in the P-T plane, intro-
ducing a new conducting phase VI for pressures higher than
P = 360 GPa. Dalladay-Simpson et al.

15 investigate the system
at T � 300 K. They propose a new phase (V) for P > 325 GPa,
based on arguments similar for phase transitions at lower pres-
sures: changes in the low frequency peaks and in the slope of
the pressure dependence of the vibron, with broadening and
weakening of the vibrational peak itself. The Raman intensity,
in general, decreases: this, coupled to the weak vibronic sig-
nal, is interpreted as a quasi-atomic state, a precursor of a fully
non-molecular, metallic system. Dias et al.

16 probe the system
at low temperatures (T < 200 K), as in Ref. 9, using infrared
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• CEIMC vs PIMD-vdW-DF1: PES from vdW-DF1 is less structured than the one from QMC

• higher proton mobility from PIMD than from CEIMC 
• the comparison depends on the structures
• DFT has smaller barriers for molecular rotation and between different structures, hence 

exhibits different temperature effects.
• DFT provides larger molecular vibration (librations and MSD) and longer bonds.



Hydrogen gap for thermal crystals

The fundamental gap is defined now in terms of the free Helmholtz energy 
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sider again the system of Np nuclei and Ne = Np + n
electrons for a given twist angle ✓. In the semigrand-
ensemble the partition function is

Q(µ, ✓) =
1X

Ne=0

e�µNee��F (Ne,✓) = e��⌦(µ,✓) (8)

where the dependence on temperature, volume and num-
ber of nuclei has been kept implicit and F and ⌦ are
respectively the Helmholtz free energy and the grand-
potential. For kBT much smaller than the energies of
electronic excitations (either at fixed Ne or at di↵erent
Ne), electrons can be assumed to be in the ground state
and the sum over Ne reduces to the values N̄e(µ, ✓) that
minimizes the exponent

⌦(µ, ✓) = min
Ne

[F (Ne, ✓)� µNe] = F (N̄e, ✓)� µN̄e. (9)

The Helmholtz free energy density includes the average
nuclear kinetic energy, the average potential energy over
the ground state Born-Oppenheimer (BO) surface of the
N̄e electron system, and the nuclear entropy. To reduce
finite size e↵ects we can average over the twists as before
to obtain

!̃(µ) = f(ne(µe))� µene(µ) (10)
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As in the ideal crystal case, the fundamental energy gap
is

�gc = µ+ � µ� =
df

dne

����
n+
p

� df

dne

����
n�
p

. (13)

In this work we analyze nuclear configurations gener-
ated during CEIMC calculations performed in the canon-
ical ensemble at Ne = Np with twist averaged energies.
Therefore we don’t have access to free energies and it is
tempting to replace them by total energies in eq.(13). We
assume that both the average nuclear kinetic energy and
the nuclear entropy are nearly independent of the specific
number of electrons and can be replaced by their values at
Ne = Np. To justify this we write the partition function
in the canonical ensemble as

Q(Ne, ✓) = e��F (Ne,✓)

= Q(Np, ✓)he��(E(Ne,✓)�E(Np,✓))iNp

= e��F (Np,✓)he���E(n,✓)iNp (14)

where �E(n, ✓) = E(Ne, ✓) � E(Np, ✓) and n = Ne �
Np, and h. . . iNp indicates a nuclear average over the BO
energy surface of the Ne = Np system (n = 0). Noticing

that �E(n, ✓) << E(Np, ✓) (the former is an intensive
property while the latter is extensive) we can take the
average into the exponent obtaining

Q(Ne, ✓) ' e��[F (Np,✓)+h�E(n,✓)iNp ] (15)

which implies

F (Ne, ✓) ' F (Np, ✓) + h�E(n, ✓)iNp . (16)

Using this expression in eq.(9) we obtain

⌦(µ, ✓) ' F (Np, ✓) +min
Ne
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h�E(n, ✓)iNp � µNe

⇤

= F (Np, ✓) + h�E(n̄, ✓)iNp � µ(Np + n̄) (17)

Following the same reasoning as in eqs. (9-13) we arrive
at our final expression of the fundamental gap
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(18)
As before h..iNp means that the averages are taken using
nuclear states sampled on the BO energy surface with
Ne = Np. To ensure the convergence of the averages we
consider 40 statistically independent nuclear configura-
tions from the CEIMC trajectory.

Note that putting the average over nuclear configura-
tions outside the derivatives in eq.(18) gives a di↵erent
value for the fundamental gap. This is the usual procedure
to compute electronic properties from nuclear trajectories.
We call it the “semiclassical approximation” in the main
text.

B. Tauc analysis of absorption profiles of ref[7]

We have reanalyzed the absorption profiles of ref.[7]
using the indirect gap Tauc analysis[8], similar to the
analysis performed in ref.[9] of the data of ref.[10]. In Fig.
(1) we show the profiles at the four values of pressure
reported in the original paper and the linear fit from
which have extracted the indirect gap values reported
in Fig. (3) of the main text. The pressure values have
been adjusted according to the new scale reported in ref.
[11]. We did not include the phononic shift, which should
appear in the final expression for the onset of indirect
phonon-assisted absorption [12, 13]. This shift will correct
the gaps reported from the Tauc analysis, by lowering
the estimated gap by typical phonon energies emitted in
the indirect transition since at the temperatures of the
experiments the protons are in their ground state with
few thermally excited phonons.
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which with very good accuracy can be estimated as
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property while the latter is extensive) we can take the
average into the exponent obtaining
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As before h..iNp means that the averages are taken using
nuclear states sampled on the BO energy surface with
Ne = Np. To ensure the convergence of the averages we
consider 40 statistically independent nuclear configura-
tions from the CEIMC trajectory.

Note that putting the average over nuclear configura-
tions outside the derivatives in eq.(18) gives a di↵erent
value for the fundamental gap. This is the usual procedure
to compute electronic properties from nuclear trajectories.
We call it the “semiclassical approximation” in the main
text.

B. Tauc analysis of absorption profiles of ref[7]

We have reanalyzed the absorption profiles of ref.[7]
using the indirect gap Tauc analysis[8], similar to the
analysis performed in ref.[9] of the data of ref.[10]. In Fig.
(1) we show the profiles at the four values of pressure
reported in the original paper and the linear fit from
which have extracted the indirect gap values reported
in Fig. (3) of the main text. The pressure values have
been adjusted according to the new scale reported in ref.
[11]. We did not include the phononic shift, which should
appear in the final expression for the onset of indirect
phonon-assisted absorption [12, 13]. This shift will correct
the gaps reported from the Tauc analysis, by lowering
the estimated gap by typical phonon energies emitted in
the indirect transition since at the temperatures of the
experiments the protons are in their ground state with
few thermally excited phonons.

where �  indicates an average performed over the BO surface with �  electrons.

WARNING: this is not equivalent of taking the nuclear averages of the derivatives !!
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Ne = Np



Nuclear quantum and thermal effects

• The fundamental gap closes between 340GPa and 380GPa, depending on structure and 
temperature (temperature dependence is small).

• The gap reduction (~2-2.5eV) mainly comes from nuclear quantum effects. 
• Agreement with recent experimental finding of semi-metal at 360GPa (Eremets 2019). 
• PIMD-vdW-DF2 is less “metallic” than QMC, while PIMD-HSE is more “metallic”(Morales 2013).
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FIG. 2: The fundamental gap of quantum crystals at finite
temperature. Closed circles indicate results from this work,
for the three structures at various temperature as detailed in
the legend. PIMD-DFT results at 200K are obtained with
two di↵erent XC approximations, namely HSE (downward
open triangles) and vdW-DF2(upward open triangles) and
the semiclassical averaging are reported for comparison [47].

at T=430K (phase IV) the gap is slightly below values for
C2/c-24 at 200K. Our results show that the electronic gap
is fairly independent of the specific crystalline structure of
the molecular quantum crystals. We also report gap val-
ues for C2/c-24 at T=200K from Path Integral Molecular
Dynamics (PIMD)[47] with two di↵erent DFT function-
als, namely HSE [49] and vdW-DF2 [50]. As vdW-DF2
underestimates the molecular bond lengths of the ideal
crystalline structure [48], its PIMD configurations are
expected to bias the electronic gap towards larger values.
Our results do not agree with predictions of Ref. [51] (not
shown) yielding a metallic state for C2/c-24 at 300GPa
and 300K, and predict substantially larger gap reduction
for C2/c-24 quantum crystals than Ref. [52]. However,
those works are based on less controlled assumptions such
as using “scissor corrected” BLYP band structure and an
ad hoc procedure for including nuclear motion.

For all structures considered the observed fundamental
gap is indirect. Estimate of the direct gap can be ob-
tained by unfolding the band structure of the supercell
[34]. Fig. 3 shows the direct gap for both C2/c-24 and
Cmca-12 structures. While for the indirect gap Cmca-12
is always lower than C2/c-24, the direct gap is systemati-
cally larger. The di↵erence between direct and indirect
gap is of ⇠ 1eV for C2/c-24, and of ⇠ 2eV for Cmca-12.
Closure of the direct gaps, obtained by linear extrapo-
lation, occurs ⇠ 450GPa in C2/c-24 and ⇠ 500GPa in
Cmca-12. Hence for both structures we observe an inter-
mediate pressure region where the fundamental indirect

FIG. 3: Direct (closed symbols) and indirect (open symbols)

gaps of quantum crystals. GCTABC-RQMC at T=200K:

C2/c-24 indirect (blue triangles), direct (blues squares);

Cmca-12 indirect (orange triangles), direct (closed squares).

Experiments: indirect gap from the Tauc analysis at 100K

(phase III), (black squares)[53], and at 300K (phase IV),

(black triangles) [17, 24]; direct gap at 100K (black squares)

[21, 53].

gap is closed but the direct vertical gap remains open and
decreases linearly with pressure. In this region, we expect
the density of states around the Fermi level to increases
progressively with pressure, as qualitatively reported in
Ref. [41]. This indicates the formation of a bad metal
with properties similar to a semi-metal upon closure of the
indirect gap, a scenario strongly supporting the recently
proposed experimental picture [28](see also refs. [13, 22]).
The non-vanishing direct gap naturally explains the re-
ported observation of absorbing (black) hydrogen around
320-360 GPa (depending on the experimental pressure
scale) [53].

Fig. 3 also shows the experimental estimates of both
indirect and direct gaps from optical absorption. Mea-
suring indirect gaps is di�cult in hydrogen since samples
are very thin and the optical signal from phonon-assisted
absorption is too low to be detected [16, 19]. The indirect
gap value has been extracted from a Tauc analysis of the
absorption profiles at 300K (Phase IV) [17, 24] and 100K
(Phase III) [25, 53] assuming the low energy absorption
spectrum can be reliably extrapolated to zero energy. [54].
Conversely the direct gap at 100K (phase III) has been
associated with the absorption edge at lower pressure
[53] or with full absorption at higher pressure [21] and
corresponds roughly to the energy where the absorption
coe�cient equals 30000cm�1. The direct gap of C2/c-24
structure is in agreement with the experimental data up
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FIG. 1: Pressure dependence of the fundamental energy gap
for ideal crystals. Closed circles indicate results from this

work for C2/c-24 (blue), Cmca-12 (orange) and Pc48 (green)
structures optimized with vdW-DF functional. Open circles
are results from GW calculation for the C2/c-24 structure

optimized with the same functional[32]. Closed triangles are
QMC results for C2/c-24 structure optimized with the BLYP
functional[40]. Open squares and triangles are GW results
from refs [55–57] for C2/c-24 (blue) and Cmca-12 (orange)
optimized with PBE functional. Note that pressures from

RQMC are slightly below (10-15GPa) the nominal
optimization pressure. Lines are guide to the eyes.

We find that HSE approximation [47] provides slightly
smaller values of the fundamental gap and reproduces
reasonably well the integrated density of states around
the Fermi energy. We employed HSE to compute optical
properties with the KGEC code[48] integrated into the
QuantumEspresso suite[49]. For thermal and quantum
crystals we employed both the William-Lax (WL) qua-
siclassical (SC) approximation discussed [50–54] and a
Quantum averaging (QA) which should better represent
ground state nuclei. Agreement with experiments is not
great and KG absorption spectra are systematically larger
than experimental ones. not sure:Interpretation of the
experiments is also somehow difficult due to the unknown
thickness of the absorbing sample. Loubeyre’s criteria
to extract the "direct" gap provides values in qualita-
tive agreement with the ones from QMC below 300GPa
but not above, where the computed absorption spectrum
is higher than experiments. We discuss the difference
between SC and QA averaging showing that there is a
substantial difference.

In this work we concentrate on molecular hydrogen in
phase III and phase IV where the gap closure is expected.
For the phase III we consider only two candidate struc-
tures, namely C2/c-24 and Cmca-12, which are among
the most competitive structures in ground state QMC

calculations with harmonic phonons corrections (with
DFT-PBE) [32, 58]. We consider both ideal structures
(meaning that the protons are point particle fixed at their
lattice sites) and quantum crystals, in which protons are
quantum particle, represented by path integrals, at finite
temperature. Ideal structures are relaxed employing DFT
with the vdW-DF functional at constant pressure which
is our nominal pressure. For Phase IV we did not consider
the recently proposed Pca21 structure[31] since it is found
to be rather similar to Pc48 after geometry relaxation
with the vdW-DF functional. As for the thermal crystals
in phase III we span the range of nominal pressure be-
tween ⇠ 250GPa and ⇠ 550GPa and consider isotherms
at 200K and 300K to address the temperature effects
on the band gap plus an additiona run at T=100K and
350GPa of nominal pressure. In phase IV was span the
range of nominal pressures between 250GPa and 350GPa
along the single isotherms at 430K. The CEIMC calcula-
tion for quantum crystals are performed at fixed volume
with protons initially placed at the lattice sites. All sys-
tems considered comprises 96 protons in nearly cubic
supercells with a 4x4x4 twist grid. Details of the CEIMC
simulations are similar to the ones reported in ref. [36].
For a given fixed nuclear configuration, the fundamental
energy gap is obtained by considering systems of variable
number of electrons n 2 [�10, 10] (n here indicates the dif-
ference between the number of electrons and protons, see
SM) and for each system we perform RQMC calculations
with imaginary-time projection t = 2.00Ha

�1 and time
step ⌧ = 0.01Ha

�1 for up to 6⇥ 6⇥ 6 Monkhorst-Pack
grid of twists. We check that those values are adequate
for converging the band gaps within our resolution. We
employed a Slater-Jastrow-Backflow trial wave function.
Wave function optimization was performed on each nu-
clear configuration for a single twist only. Details about
the trial function and the optimization procedure are
reported in ref. [59] while details about the method to
extract the gap as well as the method to correct it for
finite size effects are reported in ref. [39].

In figure 1 we report the value of the fundamental gap
for ideal crystals of the three structures in the range of
pressure considered and we compare with results from
other methods. We see that the gap decreases with pres-
sure in a similar fashion for all structures. Cmca-12 is
found to have the smaller gap, followed by C2/c-24 and
finally by the Pc48. As concerns comparing with other
predictions, we find good agreement with QMC estimates
of ref. [40] for the C2/c structure [61]. GW investigations
[55–57] reported smaller values of the gap. We believe
this disagreement is mainly due to the lattice geometry
that has been optimized at constant pressure with PBE
in ref.[55–57] while we employ vdW-DF. It has been previ-
ously observed as PBE provides longer bond length, hence
smaller gap values. GW results from structures optimized
with our procedure[32] are in excellent agreement with
our predictions.

Ideal crystalsthermal crystals



spectrum with temperature (Fig. 3h). The momentum dependence
of the integrated intensity, Fig. 3f, shows that at high temperatures
the LCP and RCP data cross at the mirror plane and therefore there
is no TRSB. However, when the sample is cooled to below T* where
the pseudogap opens, we observe a shift of the crossing point of the
RCP and LCP data. This shift (2.38) is much bigger than the
temperature-induced structural changes (0.058), as seen in the
rocking curves in Fig. 1, and angular errors in the ARPES experi-
ment (0.068).We therefore have to conclude that now the intensities
for LCPand RCPare not the same at themirror plane by a difference
much bigger than any experimental uncertainty. This is seen more
clearly in Fig. 3g, which shows the relative difference D for several
temperatures. Each data point in Fig. 3 is the result of several
measurements with alternating polarization directions. We further
checked that subsequent warming of the sample through T* gave
reproducible results, as shown in Fig. 3g, which rules out sample
ageing as the origin of the effect. The constant value of the difference
signal with energy (Fig. 3e) indicates that this effect is related to
changes of the matrix elements and is not due to artefacts arising
from changes in the spectral function17. This observation of dichro-
ism at the mirror plane provides direct evidence for TRSB in the
pseudogap state of Bi-2212.

Additional information about the observed effect can be obtained
by examining its symmetry. At (p,0), the changes of D are inde-
pendent of k along the small section perpendicular to the mirror
plane (Fig. 3g) and therefore the observed TRSB effect is even about
the mirror plane along the Cu–O bond direction. Furthermore,
from the dichroism data obtained from an underdoped sample
(T c¼ 78K) at two adjacent M points (that is, M1¼ (p,0) and
M2¼ (0,p)) shown in Fig. 4a and b, we conclude that the effect is
odd with respect to the mirror plane diagonal to the Cu–O bond
direction. These data were obtained by first measuring the spectra at
M1 for T ¼ 200 K, then cooling the sample and measuring at
T ¼ 100K (Fig. 4a). While keeping the temperature constant, the
sample was then rotated by 908 and M2 was measured at low
temperature. After this, the sample was warmed to 200 K and
measured again (Fig. 4b). At low temperatures, the RCP signal at
M1is larger than the LCP signal and thereforeD is positive. AtM2the
opposite occurs, and D is negative.

We have performed nine measurement sequences on four differ-
ent underdoped and two overdoped samples. The sign and absolute
value of the dichroism effect is different for different samples, which
we attribute to a variation of the number of the two possible
domains formed below T*. Most significantly however, the effect
is only observed in underdoped samples below T*, never above. Our
measurements on samples of different doping levels clearly establish
that the effect is tied to the pseudogap line (Fig. 4c and d), leading us
to conclude that time-reversal symmetry is broken in the pseudogap
state of Bi-2212. We also find that, for underdoped samples, the
breaking of time-reversal symmetry persists into the superconduct-
ing state. A
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The quest for metallic hydrogen at high pressures represents a
longstanding problem in condensed matter physics1,2. Recent
calculations3–6have predicted that solid hydrogen should become
a molecular metal at pressures above 300GPa, before transform-
ing into an alkali metal; but the strong quantum nature of the
problem makes the predictions difficult. Over a decade ago, an
optical study7of hydrogenwasmade using a diamond anvil cell to
reach 250GPa. However, despite many subsequent efforts, quan-
titative studies8–11 at higher pressures have proved difficult and
their conclusions controversial. Here we report optical measure-
ments of solid hydrogen up to a pressure of 320GPa at 100K. The
vibron signature of the H2molecule persists to at least 316GPa;
no structural changes are detected above 160GPa, and solid
hydrogen is observed to turn completely opaque at 320GPa. We
measure the absorption edge of hydrogen above 300GPa, observ-
ing features characteristic of a direct electronic bandgap. This is
at odds with the most recent theoretical calculations that predict
much larger direct transition energies and the closure of an
indirect gap3–6. We predict that metal hydrogen should be
observed at about 450GPa when the direct gap closes.
In recent years, a large body of experimental work on dense

hydrogen has been carried out both at static compression8–11 (with
the use of diamond anvil cells) and at dynamic compression (either
with gas guns12or lasers13). Remarkably, electronic conductivity has
now been unambiguously reported in the dense fluid phase12,13. The
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direct effect, however, of high temperatures (a few 1,000 K in the
course of the shock compression) on this insulator–metal fluid
phase transition is still incompletely understood.
The search for metal hydrogen, as an interesting quantum solid

for condensedmatter physics2, requires static pressure at least above
300 GPa coupled to a detailed characterization of the sample.
Various reasons7,8 have been invoked to explain the limit of
250GPa under static compression of the spectroscopic characteriz-
ation of the hydrogen sample: the chemical reaction of dense
hydrogen with components of the diamond cell environment,
including gasket, pressure calibrant or diamond anvil; the line
broadening due to the non-hydrostaticity of hydrogen and the
onset of strong fluorescence from the diamond anvils that cause a
dramatic decrease of the signal-to-noise ratio; and the red-shift of
the diamond window absorption edge that obscures spectroscopic
measurements.
Four very-high-pressure experiments at around 100 K were

devoted to this project. Natural type Ia diamond anvils with
different tips and different bevels were used. This allowed us to

vary the sample geometry and the stress-induced optical contribu-
tions of the diamond window. The loading of high-purity n-H2was
performed at room temperature in the rhenium gasket of a
membrane diamond anvil cell. In one case, the hydrogen solid
was embedded in helium to test non-hydrostatic effects14. The ruby
luminescence gauge was used to measure the pressure in the first
three experiments15, but this signal gets very weak above 200GPa.
So, in the fourth experiment, we used the first-order Raman phonon
frequency of the diamond tip at the hydrogen interface to estimate
the sample pressure. A typical spectrum in the 300GPa range and its
analysis are given in Fig. 1.

The Raman spectrum of hydrogen could be measured accurately
above 300GPa. As seen in Fig. 1, there was no significant increase of
the luminescence background of the diamond anvils to hide the
hydrogen spectra. A continuous broadening with pressure of the
vibron peak was observed that is more pronounced above 160GPa
in phase III. It is reproducible for the various samples (also with the
helium quasi-hydrostatic medium) and reaches 206 cm21 at
316 GPa. In contrast, the low-frequency libron modes remain

 

 

 
  

 

 

Figure 1 Optical measurements in solid hydrogen at ultra-high pressure. a, Raman
spectra of the excitations of solid hydrogen at 306 GPa. The spectrum was measured with

30mW of 647.1-nm radiation for 30 s accumulation time. b, Pressure measurement with
the Raman spectra of the diamond anvil tip, here at 290 GPa. The spread to high

frequency of the degenerated longitudinal transverse optical phonon Raman line of

diamond (1,333 cm21 at ambient pressure) reflects the pressure gradient through the

anvil. The high-frequency part that is shown here is coming from the diamond tip (left, in

black). The differentiation of this spectra gives a sharp peak (right, in red) that corresponds

to the phonon frequency of the diamond tip at the interface with hydrogen. The pressure

shift of this peak was calibrated to 200 GPa by using the pressure shift of the vibron

frequency of hydrogen (measured reproducibly in three experiments). The diamond-tip

phonon frequency was then used as the ultra-high pressure gauge under a Gruneisen

expansion form to second order with the equation of state of diamond measured to

150 GPa from single-crystal X-ray diffraction (giving the bulk modulus to be 447 GPa and

its pressure derivative to be 3.0). The fitted Gruneisen parameter and its volume derivative

were, respectively, 0.9075 and 0.8262. We note that this fit is exactly valid only for the

present ultra-high-pressure experiment. The accuracy of the pressure measurement

around 300 GPa was estimated to be^3 GPa relative to the ruby scale15. c, Absorption
edges of solid hydrogen above 300 GPa. Transmission spectra through the hydrogen

sample, I, are divided by the transmission of the empty diamond anvil cell, I0. The curves

at 306 GPa, 311 GPa and 316 GPa are vertically translated respectively by 2, 4 and 6

units. The red dots indicate the exciton energy at various pressures, as explained in the

text. The two arrows indicate, on the curve at 311 GPa, the change in the positioning of the

exciton energy that would correspond to a variation of^0.05 eV (estimated error bar).

Without translation, the four curves merge above their red dots into a plateau of strong

absorption, corresponding to an absorption coefficient of 30,000 cm21.
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spectrum with temperature (Fig. 3h). The momentum dependence
of the integrated intensity, Fig. 3f, shows that at high temperatures
the LCP and RCP data cross at the mirror plane and therefore there
is no TRSB. However, when the sample is cooled to below T* where
the pseudogap opens, we observe a shift of the crossing point of the
RCP and LCP data. This shift (2.38) is much bigger than the
temperature-induced structural changes (0.058), as seen in the
rocking curves in Fig. 1, and angular errors in the ARPES experi-
ment (0.068).We therefore have to conclude that now the intensities
for LCPand RCPare not the same at themirror plane by a difference
much bigger than any experimental uncertainty. This is seen more
clearly in Fig. 3g, which shows the relative difference D for several
temperatures. Each data point in Fig. 3 is the result of several
measurements with alternating polarization directions. We further
checked that subsequent warming of the sample through T* gave
reproducible results, as shown in Fig. 3g, which rules out sample
ageing as the origin of the effect. The constant value of the difference
signal with energy (Fig. 3e) indicates that this effect is related to
changes of the matrix elements and is not due to artefacts arising
from changes in the spectral function17. This observation of dichro-
ism at the mirror plane provides direct evidence for TRSB in the
pseudogap state of Bi-2212.

Additional information about the observed effect can be obtained
by examining its symmetry. At (p,0), the changes of D are inde-
pendent of k along the small section perpendicular to the mirror
plane (Fig. 3g) and therefore the observed TRSB effect is even about
the mirror plane along the Cu–O bond direction. Furthermore,
from the dichroism data obtained from an underdoped sample
(T c¼ 78K) at two adjacent M points (that is, M1¼ (p,0) and
M2¼ (0,p)) shown in Fig. 4a and b, we conclude that the effect is
odd with respect to the mirror plane diagonal to the Cu–O bond
direction. These data were obtained by first measuring the spectra at
M1 for T ¼ 200 K, then cooling the sample and measuring at
T ¼ 100K (Fig. 4a). While keeping the temperature constant, the
sample was then rotated by 908 and M2 was measured at low
temperature. After this, the sample was warmed to 200 K and
measured again (Fig. 4b). At low temperatures, the RCP signal at
M1is larger than the LCP signal and thereforeD is positive. AtM2the
opposite occurs, and D is negative.

We have performed nine measurement sequences on four differ-
ent underdoped and two overdoped samples. The sign and absolute
value of the dichroism effect is different for different samples, which
we attribute to a variation of the number of the two possible
domains formed below T*. Most significantly however, the effect
is only observed in underdoped samples below T*, never above. Our
measurements on samples of different doping levels clearly establish
that the effect is tied to the pseudogap line (Fig. 4c and d), leading us
to conclude that time-reversal symmetry is broken in the pseudogap
state of Bi-2212. We also find that, for underdoped samples, the
breaking of time-reversal symmetry persists into the superconduct-
ing state. A
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The quest for metallic hydrogen at high pressures represents a
longstanding problem in condensed matter physics1,2. Recent
calculations3–6have predicted that solid hydrogen should become
a molecular metal at pressures above 300GPa, before transform-
ing into an alkali metal; but the strong quantum nature of the
problem makes the predictions difficult. Over a decade ago, an
optical study7of hydrogenwasmade using a diamond anvil cell to
reach 250GPa. However, despite many subsequent efforts, quan-
titative studies8–11 at higher pressures have proved difficult and
their conclusions controversial. Here we report optical measure-
ments of solid hydrogen up to a pressure of 320GPa at 100K. The
vibron signature of the H2molecule persists to at least 316GPa;
no structural changes are detected above 160GPa, and solid
hydrogen is observed to turn completely opaque at 320GPa. We
measure the absorption edge of hydrogen above 300GPa, observ-
ing features characteristic of a direct electronic bandgap. This is
at odds with the most recent theoretical calculations that predict
much larger direct transition energies and the closure of an
indirect gap3–6. We predict that metal hydrogen should be
observed at about 450GPa when the direct gap closes.
In recent years, a large body of experimental work on dense

hydrogen has been carried out both at static compression8–11 (with
the use of diamond anvil cells) and at dynamic compression (either
with gas guns12or lasers13). Remarkably, electronic conductivity has
now been unambiguously reported in the dense fluid phase12,13. The
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Synchrotron infrared spectroscopic 
evidence of the probable transition  
to metal hydrogen

Paul Loubeyre1*, Florent Occelli1 & Paul Dumas1,2

Hydrogen has been an essential element in the development of atomic, molecular and 
condensed matter physics1. It is predicted that hydrogen should have a metal state2; 
however, understanding the properties of dense hydrogen has been more complex 
than originally thought, because under extreme conditions the electrons and protons 
are strongly coupled to each other and ultimately must both be treated as quantum 
particles3,4. Therefore, how and when molecular solid hydrogen may transform into a 
metal is an open question. Although the quest for metal hydrogen has pushed major 
developments in modern experimental high-pressure physics, the various claims of 
its observation remain unconfirmed5–7. Here a discontinuous change of the direct 
bandgap of hydrogen, from 0.6 electronvolts to below 0.1 electronvolts, is observed 
near 425 gigapascals. This result is most probably associated with the formation of the 
metallic state because the nucleus zero-point energy is larger than this lowest 
bandgap value. Pressures above 400 gigapascals are achieved with the recently 
developed toroidal diamond anvil cell8, and the structural changes and electronic 
properties of dense solid hydrogen at 80 kelvin are probed using synchrotron infrared 
absorption spectroscopy. The continuous downward shifts of the vibron wavenumber 
and the direct bandgap with increased pressure point to the stability of phase-III 
hydrogen up to 425 gigapascals. The present data suggest that metallization of 
hydrogen proceeds within the molecular solid, in good agreement with previous 
calculations that capture many-body electronic correlations9.

The search for metal hydrogen has a unique place in high-pressure 
physics. Indisputably, metal hydrogen should exist. Owing to increase 
in electron kinetic energy because of quantum confinement, pres-
sure should turn any insulator into a metal, as observed for molecular 
oxygen around 100 GPa some 20 years ago10. At first, the prediction of 
the insulator–metal transition in dense hydrogen was intertwined with 
the molecular dissociation2. However, it was later suggested that metal 
hydrogen may exist as a proton-paired metal11. Quantitative predic-
tions of the stability domain and of the properties of metal hydrogen 
remain challenging because many contributions could be in effect 
and should be self-consistently treated3,4; for example, many-body 
electronic correlations, nuclear quantum effects, nuclear spin order-
ing, coupling between protons and electrons (as suggested by a large 
Born–Oppenheimer separation parameter), or anharmonic effects. 
The most advanced calculations, such as diffusion Monte Carlo (DMC) 
simulations4,9,12, now go beyond the electronic correlation mean-field 
description of density functional theory and try to capture many-body 
electronic correlations. Importantly, metal hydrogen should exhibit 
notable properties, such as room-temperature superconductivity13–15, 
a melting transition at a very low temperature into a superconducting 
superfluid state16 and a mobile solid state17.

The change in the direct bandgap of solid hydrogen was previously 
measured up to 300 GPa by visible absorption mesurements18. By 
extrapolating to zero the linear decrease of the bandgap with den-
sity, the transition to metal hydrogen was predicted to occur around 
450 GPa. In this work, we extend the investigation of the direct band-
gap decrease down to the near-to-mid-infrared energy range. Infra-
red measurements provide a non-intrusive method both to disclose 
structural changes and also to characterize the electronic properties 
of hydrogen up to its metal transition. Our approach is based on two 
experimental developments. First, in order to overcome the 400 GPa 
limit of conventional diamond anvil cells19, we used the recently devel-
oped toroidal diamond anvil cell (T-DAC)8 that can achieve pressures 
of up to 600 GPa. Importantly, under extreme pressures, the T-DAC 
preserves the advantages of the standard diamond anvil cell in terms 
of stress distribution, optical access and sample size. Synthetic type-
IIa diamond anvils were used to provide infrared transparency down 
to 800 cm−1. Second, an infrared horizontal microscope was designed 
to be coupled to a collimated exit port of a synchrotron-feed Fourier-
transform infrared spectrometer at the SMIS beamline at the SOLEIL 
synchrotron facility. Such a high-brightness broadband infrared source 
is essential for measuring, by transmission, satisfactory signal-to-noise 
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sity, the transition to metal hydrogen was predicted to occur around 
450 GPa. In this work, we extend the investigation of the direct band-
gap decrease down to the near-to-mid-infrared energy range. Infra-
red measurements provide a non-intrusive method both to disclose 
structural changes and also to characterize the electronic properties 
of hydrogen up to its metal transition. Our approach is based on two 
experimental developments. First, in order to overcome the 400 GPa 
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Tauc analysis for indirect gap

 

Figure 2. Closure of the direct electronic bandgap and first order phase transition to metal 
hydrogen. a. Absorption spectra of  hydrogen at different pressures. Above 386 GPa the shape 
of the absorption edge enables to position the direct electronic bandgap energy, as triangles. 
Different colors are associated to different pressures for clarity. b. The pressure evolution of  
the experimental electronic bandgap, combining previous data in the visible21) and present IR 
data,  is compared to various calculations for the C2/c-24 structure performed under various 
approximations:   within the DFT framework with local, PBE, and nonlocal, vdW-DF2, XC 
functionals 26); with the quasiparticle approach within the GW approximation9); with DMC 
method24). c. Transmission spectra over the medium IR range, 800 cm-1 – 2000 cm-1.  The 
pressure color scale is as in panel a. d. Transmitted intensity integrated over the medium IR 
range versus pressure. The red and blue dots indicate pressure increase and release, 
respectively.  

  



QMC gaps: comparison with experiments 3

FIG. 2: The fundamental gap of quantum crystals at finite
temperature. Closed circles indicate results from this work,
for the three structures at various temperature as detailed in
the legend. PIMD-DFT results at 200K are obtained with
two di↵erent XC approximations, namely HSE (downward
open triangles) and vdW-DF2(upward open triangles) and
the semiclassical averaging are reported for comparison [47].

at T=430K (phase IV) the gap is slightly below values for
C2/c-24 at 200K. Our results show that the electronic gap
is fairly independent of the specific crystalline structure of
the molecular quantum crystals. We also report gap val-
ues for C2/c-24 at T=200K from Path Integral Molecular
Dynamics (PIMD)[47] with two di↵erent DFT function-
als, namely HSE [49] and vdW-DF2 [50]. As vdW-DF2
underestimates the molecular bond lengths of the ideal
crystalline structure [48], its PIMD configurations are
expected to bias the electronic gap towards larger values.
Our results do not agree with predictions of Ref. [51] (not
shown) yielding a metallic state for C2/c-24 at 300GPa
and 300K, and predict substantially larger gap reduction
for C2/c-24 quantum crystals than Ref. [52]. However,
those works are based on less controlled assumptions such
as using “scissor corrected” BLYP band structure and an
ad hoc procedure for including nuclear motion.

For all structures considered the observed fundamental
gap is indirect. Estimate of the direct gap can be ob-
tained by unfolding the band structure of the supercell
[34]. Fig. 3 shows the direct gap for both C2/c-24 and
Cmca-12 structures. While for the indirect gap Cmca-12
is always lower than C2/c-24, the direct gap is systemati-
cally larger. The di↵erence between direct and indirect
gap is of ⇠ 1eV for C2/c-24, and of ⇠ 2eV for Cmca-12.
Closure of the direct gaps, obtained by linear extrapo-
lation, occurs ⇠ 450GPa in C2/c-24 and ⇠ 500GPa in
Cmca-12. Hence for both structures we observe an inter-
mediate pressure region where the fundamental indirect

FIG. 3: Direct (closed symbols) and indirect (open symbols)

gaps of quantum crystals. GCTABC-RQMC at T=200K:

C2/c-24 indirect (blue triangles), direct (blues squares);

Cmca-12 indirect (orange triangles), direct (closed squares).

Experiments: indirect gap from the Tauc analysis at 100K

(phase III), (black squares)[53], and at 300K (phase IV),

(black triangles) [17, 24]; direct gap at 100K (black squares)

[21, 53].

gap is closed but the direct vertical gap remains open and
decreases linearly with pressure. In this region, we expect
the density of states around the Fermi level to increases
progressively with pressure, as qualitatively reported in
Ref. [41]. This indicates the formation of a bad metal
with properties similar to a semi-metal upon closure of the
indirect gap, a scenario strongly supporting the recently
proposed experimental picture [28](see also refs. [13, 22]).
The non-vanishing direct gap naturally explains the re-
ported observation of absorbing (black) hydrogen around
320-360 GPa (depending on the experimental pressure
scale) [53].

Fig. 3 also shows the experimental estimates of both
indirect and direct gaps from optical absorption. Mea-
suring indirect gaps is di�cult in hydrogen since samples
are very thin and the optical signal from phonon-assisted
absorption is too low to be detected [16, 19]. The indirect
gap value has been extracted from a Tauc analysis of the
absorption profiles at 300K (Phase IV) [17, 24] and 100K
(Phase III) [25, 53] assuming the low energy absorption
spectrum can be reliably extrapolated to zero energy. [54].
Conversely the direct gap at 100K (phase III) has been
associated with the absorption edge at lower pressure
[53] or with full absorption at higher pressure [21] and
corresponds roughly to the energy where the absorption
coe�cient equals 30000cm�1. The direct gap of C2/c-24
structure is in agreement with the experimental data up

• The experiment claims an abrupt collapse of the gap at 425GPa which is 
reversible upon releasing pressure.

• We cannot discuss this since our structures are dynamically stable.
• Excellent agreement for the direct gap, however ….



… the absorption spectra do not match (Kubo-Greenwood with KS orbitals)

• at each pressure 40 configurations 
and optical properties from Kubo-
Greenwood with HSE Kohn-Sham 
spectrum 

• WL semiclassical procedure to 
treat phonons does not provide 
sensible results

• an alternative way of averaging 
over configurations is more 
consistent but still differs from 
experiments

4

FIG. 4: Integrated density of states for C2/c-24 quantum
crystals at 200K from GCTABC-RQMC (points) and HSE

(smooth lines) at various pressures.

to 425GPa, where experiments report a collapse of the
gap value ascribed to the metallization transition[21]. Our
results do not allow to predict this transition, but rule
out C2/c-24 and Cmca-12 for this new metallic phase.
[55] For the indirect gap we predict ⇠ 0.3� 0.5eV smaller
values than in experiments. However, the Tauc analysis of
Refs [17, 24, 53] does not consider the energy of the emit-
ted or absorbed phonons, which should be comparable to
the observed discrepancy. However, excitonic e↵ects and
exciton-phonon coupling, neglected within the present
approach, need to be addressed for this level of precision.
In agreement with our findings, the experimental indirect
gap depends little on both temperature and structure [56].

Next we explore optical properties computed using the
Kubo-Greenwood (KG) framework with Kohn-Sham (KS)
orbitals. To reduce the bias of the underlying DFT func-
tional, we have benchmarked several XC approximations
to reproduce the behavior of the QMC density of states
close to the gap. In Fig. 4 for C2/c-24 at 200K, we com-
pare the electronic excess density, ne � np, as a function
of electronic chemical potential, µ, from QMC and from
DFT-HSE [57]. The observed plateau at ne � np = 0 is
the signature of the indirect gap. Deviations from the
plateau on both sides characterize the density of states
of the valence and conduction band close to the band
edges. As shown in Fig. 4 the HSE approximation pro-
vides slightly smaller values of the fundamental gap and
reproduces reasonably well the integrated density of states
from GCTABC around the Fermi energy (more details
are in [34]). We therefore employed HSE to compute
optical properties exploiting the KGEC code [58] in the
QuantumEspresso suite [59]. For thermal and quantum
crystals considered here, the William-Lax (WL) semi-
classical (SC) approximation [60–64] is not appropriate
as already discussed. Instead of a joint density of states
based on excitation energies for each nuclear configuration
entering the WL expression, we have used the correspond-
ing one based on electronic energies averaged over ionic

FIG. 5: Absorption spectra from HSE band structure for
C2/c-24 quantum crystals (solid lines) and comparison with
the available experimental profiles (opened and filled circles).

The spectra from HSE has been shifted in energy by an
amount equal to the di↵erence between QMC and HSE direct
gap. The reported pressure are as in figure 4 (see the colors).
The red dots indicate the location in energy of the direct gap

of figure 3. Experimental pressures are: 296GPa - open
orange circles [53] (corrected by 20 GPa[21]), 386GPa -

magenta filled circles and 406GPa - red filled circles [21])

ZPM, more appropriate for low temperatures [34]. In
Fig. 5 we compare the absorption profiles for C2/c-24 at
T=200K and di↵erent pressures [65] to experimental pro-
files from Refs [21, 53] at T=100K. We observe a higher
absorption than in experiments at comparable pressure,
which cannot be explained by the temperature di↵erence.
We marked each predicted profile with a red dot at the
energy corresponding to the observed direct gap and we
report a thick horizontal line at 30000cm�1 the value of
the absorption used in the experiments to extract the
value of the direct gap. Our results at lower pressures are
in reasonable agreement with this criterion. However at
the higher pressure absorption at the energy gap is about
2-3 times higher than 30000cm�1.

Conclusions. We have studied the closure of the fun-
damental gap with pressure of candidate structures of
molecular hydrogen in phase III (C2/c-24 and Cmca-12)
and phase IV (Pc48) entirely based on Quantum Monte
Carlo. For ideal structures our gap values are in excellent
agreement with GW prediction[37]. Considering quantum
nuclei at finite temperature, we observe a strong reduction
of the energy gap with respect to the ideal structures at
the same pressure (⇠ 2eV) caused by ZPM. At 200K the
fundamental (indirect) gap closes at ⇠ 370-380GPa for
C2/c-24 and at ⇠ 340GPa for Cmca-12. We observe a
reasonable agreement with experimental determinations
of indirect gaps from optical absorption. The direct gap

250GPa

300GPa

340GPa390GPa

386GPa

406GPa

direct gap value

the absorption at the energy of the direct gap does not correspond to the 
experimental threshold (30000 cm-1)



Conclusions
• CEIMC allows to investigate crystalline molecular hydrogen at metallization and molecular 

dissociation avoiding the XC approximation of DFT.
• We developed a new method to compute energy-gaps based on GC-QMC calculations.
• In hydrogen the fundamental gap is strongly reduced (>2eV) by nuclear quantum effects and 

closes around 360GPa (details depend on the structure).
• The density of states at the Fermi level fills progressively with pressure which has strong 

implications for the metallic character of the system.
• Direct gap values from QMC energies are in agreement with experiments.
• KG optical properties, for CEIMC generated configurations, with HSE KS spectrum shifted to 

match the QMC gap are not in agreement with experimental profiles.

• Our results suggest semi-metal behavior in the molecular phase between 360 and 
450GPa, in qualitative agreement with Eremets et al. 2019, before transforming to the 
good metal phase.

• Whether the molecular dissociation occurs before the complete closure of the gap in the 
molecular crystal remains to be established.
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Conclusions
• CEIMC allows to investigate crystalline molecular hydrogen at metallization and molecular 

dissociation avoiding the XC approximation of DFT.
• We have introduced a new method to compute energy-gaps for insulators based on GC-QMC 

calculations.
• In hydrogen the fundamental gap is strongly reduced (>2eV) by nuclear quantum effects and 

closes around 360GPa (details depend on the structure).
• The “density of states at the Fermi level” fills progressively with pressure which has strong 

implications for the metallic character of the system.
• KG optical properties with HSE spectrum (but for CEIMC generated configurations!!!) 

• the molecular crystals becomes conducting around ~ 350GPa.
• the conductivity is strongly directional 
• it becomes “Drude-like” beyond 500GPa only.

• Our results suggest semimetal behavior in the molecular phase between 360 and 
450GPa, in qualitative agreement with Eremets 2019, before transforming to the metallic 
phase.

• Whether the molecular dissociation occurs before the complete closure of the gap in the 
molecular crystal remains to be established.
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