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New technologies

digital traces of human behavior



fitbit.com





New technologies

digital traces of human behavior

proxies of human behaviour and
interactions

in different contexts,
often with temporal resolution



Measuring different types of interactions 

• phone calls 
• messaging 
• online interactions 
• co-presence, proximity 
• face-to-face contacts 



Proxies of contact networks

sensing 
strategy

• time scale 
• spatial range 
• coverage/sampling 
• type of contact 
• biases

• reconcile scales 
• combine proxies

Challenge:

RFID

indoors 
high-res 
sparseness

mobiles

geographic 
low-res 
no indoors

diaries

social network 
recall biases



Surveys/diaries

"Social Contacts and Mixing Patterns Relevant to the Spread of Infectious Diseases”, 
Mossong et al., PLOS Medicine (2008)

7290 participants



"Social Contacts and Mixing Patterns Relevant to the Spread of Infectious Diseases”, 
Mossong et al., PLOS Medicine (2008)

Surveys/diaries



“Social encounter networks: characterizing Great Britain”,  Danon et al., Proc. Roy. Soc. B (2013)

Surveys/diaries
140000 surveys sent 
5000 answers



“Social encounter networks: characterizing Great Britain”,  Danon et al., Proc. Roy. Soc. B (2013)

Surveys/diaries



• Bluetooth, wifi (O’ Neill et al. 2006, Scherrer et al. 2008, 
Eagle and Pentland 2009)


• MIT Reality Mining Project (sociometric badges)

• MOSAR european project (nosocomial infections)

• P. Polgreen’s group

• M. Salathé group (Salathé et al. 2010)

• SMART study in schools (U. of Pittsburgh & CDC)

• smartphones, S. Lehmann’s group at DTU


• SocioPatterns collaboration

Exploring human proximity patterns
with wearable sensors
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Contact detection infrastructure: 
wearable sensors

Active RFID:  
Emission of very low power data packets 
=> Reception only at short distances (1-2m)

• Face to face situation 
• Statistical detection => 20s time resolution 
• Small 
• Scalable 

• (mostly) indoors



SocioPatterns.org

10 years, 35+ deployments, 12 countries, 50,000+ 
subjects 

time-resolved proximity networks across

a variety of relevant real-world settings



DATE DEPLOYMENT TYPE # PERSONS DURATION

Dec 2008 Chaos Communication Congress, Berlin, DE conference 600 4 days

Apr-Jul 2009 INFECTIOUS, Science Gallery, Dublin, IE museum 30 000 3 months

Jun 2009 ESWC2009, Crete, GR conference 180 4 days

Jun 2009 Société Française d'Hygiène Hospitalière, Nice, FR conference 350 2 days

Jul 2009 ACM Hypertext 2009 conference, Torino, IT conference 120 3 days

Oct 2009 primary school, Lyon, FR school 250 2 days

Nov 2009 Bambino Gesù Pediatric Hospital, Rome, IT hospital 250 10 days

Jun 2010 ESWC2010, Crete, GR conference 200 4 days

Apr 2010 Practice Mapping exhibition, Gĳon, ES museum 100 10 days

Jul 2010 H-Farm Ventures, Treviso, IT company 200 6 weeks

Dec 2010 hospital, Lyon, FR hospital 100 1 week

May 2011 KEMRI Wellcome Trust, Kilifi, KE households 100 2 weeks

Nov 2011 high school, Marseille, FR school 150 1 week

Feb 2012 hospital, Lyon, FR hospital 100 10 days

Mar-May 2012 primary schools, San Francisco, CA, US school 150 3 weeks

Nov 2012 high school, Marseille, FR school 200 10 days

Mar 2013 primary school, Hong Kong, HK school 1000 2 weeks

June 2013 InVS, Paris, France offices 100 2 weeks

Nov 2013 high school, Marseille, FR school 300 10 days

July 2014 hospital, Marseille, FR hospital 30 12 days

Mars 2015 InVS, Paris, France offices 300 2 weeks

June 2015 hospital, Marseilles hospital 40 4 weeks

 

www.sociopatterns/datasets



(Digression) 
Data = Temporal networks



Static networks

set V of nodes joined by links (set E)



>Networks change over time



Exemples of temporal networks

• Social networks 
– friendships 
– collaborations 

• Communication networks 
– cell phone data 
– online social networks (Twitter, etc) 

• Transportation networks 
– air transportation 
– animal transportation 

• …



J. Stehlé et al. PLoS ONE 

6(8):e23176 (2011) 

Example: contacts 
in a primary 

school, 
static view



Example: 
contacts in a 

primary school, 
dynamic view

J. Stehlé et al. PLoS ONE 

6(8):e23176 (2011) 



Definition: temporal network
Temporal network: T=(V,S) 

• V=set of nodes 
• S=set of event sequences assigned to pairs of nodes

!24

sij 2 S :

Other representation: 
time-dependent adjacency matrix:  
a(i,j,t)= 1 <=> i and j connected at time t

sij = {(ts,1ij , te,1ij ) · · · (ts,`ij , te,`ij )}



Representations of  
temporal networks

Contact sequences 

Time   ID1   ID2 
  2        2       4 
  2        1       5 
  3        2       4 
  3        1       6 
  4        2       3 
5        2       4 
5        1       4 
8        4       6 

……. 
  

Contact intervals 

 ID1   ID2   Time interval 
  2        3       [1,5] 
  2        1       [2,4] 
  4        6       [5,9] 
  1        3       [7,15] 
  5        3       [7,9] 
……. 
  

  



Representations of  
temporal networks

Timelines of nodes



Representations of  
temporal networks

Timelines of links

(1,2)
(1,3)
(2,4)
(4,5)



Temporality matters: 
reachability issue

Review Holme-Saramaki, Phys. Rep. (2012), arXiv:1108.1780 



Paths in static networks
G=(V,E) 
Path of length n = ordered collection of  
• n+1 vertices i0,i1,…,in ∈ V 
• n edges (i0,i1), (i1,i2)…,(in-1,in) ∈ E

i2i0 i1

i5
i4

i3

Notions of shortest path, of connectedness



Time-respecting paths 
in temporal networks

i2i0 i1

i5
i4

i3

Path = {(i0,i1,t1),(i1,i2,t2),….,(in-1,in,tn) | t1 < t2 <…< tn)}

t1
t2

t3

t4 t5

Length of path: n 
Duration of path: tn - t1

Notions of shortest path and of fastest path

Sequence of events



Reachability
Node i at time t

Source set:  
set of nodes that  

can reach i at time t

Reachable set:  
set of nodes that  

can be reached from i 
starting at time t

Time

“Light cone”



Time-respecting paths 
in temporal networks

• Not always reciprocal: the existence of a path from i to j does 
not guarantee the existence of a path from j to i 

• Not always transitive: the existence of paths from i to j and from 
j to k does not guarantee the existence of a path from i (to j) to k 

• Time-dependence:  
• there can be a path from i to j starting at t but no path starting 

at t’ > t 
• shortest and fastest paths can differ 
• length of shortest path can depend on starting time 
• duration of fastest path can depend on starting time 
• there can be a path starting from i at t0, reaching j at t1, and 

another path starting form i at t’0 > t0 reaching j at t’1 > t1 , with 
t’1 - t’0 < t1 - t0   (i.e., smaller duration but arriving later), and/or 
of shorter length (smaller number of hops)



> a glimpse of 
SocioPatterns data

Many data sets available at 
www.sociopatterns.org

http://www.sociopatterns.org


http://www.vimeo.com/6590604

conference:
dynamical network of f2f proximity

http://www.vimeo.com/1180738


Conference contact network



•Epidemiology: 
•Information of models 
•Design and efficiency of 
containment measures 

•Social sciences: 
•Gender segregation 
•Age homophily

J. Stehlé et al. 
PLoS ONE 6(8):e23176 (2011) 
Soc. Networks 35:604 (2013)

Contacts in a primary school



Contacts in a high-school

R. Mastrandrea, J. Fournet,  A. Barrat, PLoS ONE (2015)

Class structure

J. Fournet, A. Barrat, PLoS ONE (2014)



Museum

• color encodes the time of day 
• nodes are colored by arrival time 
• several groups (guided tours)
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Lyon hospital, geriatric ward

Most contacts involve nurses

P. Vanhems et al., PLOS ONE (2013)

Patients

Nurses

Doctors

Admin



Scientific American Magazine, Graphic Science,  12 November 2012

Contacts in a hospital ward (Rome) 

L. Isella et al.  PLoS ONE 6(2):e17144 (2011)



L. Isella et al.  PLoS ONE 6(2):e17144 (2011)

Scientific American Magazine, Graphic Science,  12 November 2012

Contacts in a hospital ward (Rome) 



Offices, two weeks aggregated data

Non-homogeneous mixing
Strong homophily by department,
except for SFLE (logistics)

M. Génois et al., Network Science (2015)



> looking at and 
comparing datasets



Static networks

• Degree distribution P(k) 
• Clustering coefficient (of nodes of degree k) 
• Average degree of nearest neighbours knn 
• Motifs 
• Communities 
• Distribution of link weights P(w) 
• Distribution of node strengths P(s) 
•….



Temporal networks

• Properties of networks aggregated on different time 
windows: P(k), P(w), P(s), etc… 

• Evolution of averaged properties when time window 
length increases (e.g., <k>(t), <s>(t)) 

J. Stehlé et al. PLoS ONE 6(8):e23176 (2011) 



Temporal networks

Temporal statistical properties 
• distribution of contact numbers P(n),  
• distribution of contact durations P(τ), 
• distribution of inter-contact times P(Δt) 

for nodes and links 

Stationarity of distributions 
(Non-)stationarity of activity 

Burstiness
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Different contexts
• Conferences 
• Museum  
• School 
• Offices 
• Hospital wards 
• …

Similarities/differences in the f2f proximity patterns?

L. Isella et al., Journal of Theoretical Biology 271, 166 (2011)



Different structures  
of aggregated networks

Conference
Museum

School

Small-worldNon small-world

Communities

Offices



Degree distributions

Conference Museum Offices

Similar degree distributions



102 103 104
wij

10-5

10-4

10-3

10-2

10-1

100

P(
w
ij)

Conference
Museum
School
Hospital
Offices
Highschool

Daily cumulated contact times
(=link weights)
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Different “supercontacting” patterns  
(topology-weights correlations)

Superspreading Opposite trend
k = number of distinct persons contacted 
s = total time spent in contact  
Random weights: s ~ <w>k 

L. Isella et al., Journal of Theoretical Biology 271, 166 (2011)



Contact duration distributions

10
1
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Contact durations



Stationary distributions

Contact duration

9am 11am 1pm 3pm 5pm 6pm4pm2pm10am 12pm
time of the day

10

20

30

40

# 
pe

rs
on

s

0

1

2

3

4

〈 k
 〉



Time between contacts

C. Cattuto et al., PLoS ONE 5(7), e11596 (2010)

Burstiness



Digression: Burstiness

!55

Poisson process

Bursty behavior, 
typical of human activities

A.-L. Barabasi, Nature (2006)



Measure of burstiness

B =
�⌧ �m⌧

�⌧ +m⌧

where m𝜏 is the mean and σ𝜏 the std deviation of the inter-event time distribution 

Poisson: B = 0 (exponential distribution) 

Periodic: B = -1 (Delta distribution) 

Broad distribution: B = 1 (if σ𝜏 diverges) 

Burstiness = clustering of events in time 

Goh, Barabási, EPL 2008 See also: Karsai et al., Sci Rep 2, 397 (2012)



Consequence of burstiness

Bursty

Poisson

randomly chosen time

Bursty timeline implies larger waiting time with higher probability 
=> typically slows down diffusion (if no correlations)



Main data properties

a) b)

c) d)

P
D
F

P
D
F

P
D
F

P
D
F

k/ hki w

⌧c ⌧i

Common: 
• Sparse 
• Large clustering 
• Broad distributions of  

• contact durations 
• inter-contact durations (burstiness) 
• aggregate durations 

Context-dependent:  
• Mixing patterns (classes for high 

school, departments for offices) 
• Correlations (weight-topology; activity-

structure) 
• Longitudinal aspects

M. Génois et al.,  Network Science (2015)



> Longitudinal aspects



Different timelines 
School

Hospital

Offices

High-school



Stability of patterns and 
contact matrices

!61

High-school, 3 days 
morning & afternoons
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Hospital

Morning, afternoon and 
night shifts

Lyon, geriatric ward
P. Vanhems et al., PLOS ONE (2013)
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Longitudinal evolution
Robustness of daily patternsLyon, geriatric ward

P. Vanhems et al., PLOS ONE (2013)



Stability in global patterns, but 
substantial changes  
in neighbourhoods

Number of distinct 
persons contacted

time 

time 



Quantifying neighborhood similarity 

High-school data

• Substantial differences in neighborhood from one day to the next
• Much less than by random chance
• True for all investigated contexts
• Similar rates of neighbourhood changes in different years (high-school)

(this plays an important role e.g. 
in data-driven simulations of epidemic spreading)



Long timescales
Stability across years

(Highschool)

• Very large similarity of 
contact matrices in 
both years

• Similar values of 
cosine similarities 
between 
neighbourhoods of 
nodes in different days, 
for different years



-Marseilles high school: 2011, 2012 
same context, different individuals 

-US high school (Salathe et al., 2010)

Stability of statistical properties

J. Fournet, A. Barrat, PLoS ONE (2014)



Representing data, finding 
structures and features



Aggregation of temporal networks

Temporal network

Static weighted network 
weight=sum/number of events

Static network Contact matrix



contacts in a 
primary school



School cumulative f2f network 
(2 days, 2 min threshold)

J. Stehlé et al. PLoS ONE 

6(8):e23176 (2011) 

temporal information: 
encoded in edges’ weights 
(contact duration(s), number of 
events, intermittency, etc...) and 
node properties



contact matrices

J. Stehle, et al. 
High-Resolution Measurements of Face-to-Face Contact Patterns in a Primary School 
PLoS ONE 6(8), e23176 (2011)

Average 
values: 
little 
information



Which level of detail?

Detailed dynamic network 
• very detailed   ✔ 
• very realistic   ✔ 
• takes into account individual heterogeneities of 
behavior ✔ 
• very specific (context+period), not easy to generalize 
✕

Contact matrix 
• coarse-grained  ✕ 
• fully connected structure  ✕ 
• only heterogeneities between groups  ✕ 
• very easy to generalize   ✔



“synopsis” of dynamic network data

Temporal network
Static network

Contact matrix 
(underlying fully 
connected assumption + 
no within-class heterogeneity)



Example: 
cumulated contact 
duration 
distributions 
between individuals 
of different roles  
in the hospital 
(and neg. binomial 
fits)

A. Machens et al., BMC Inf. Dis. (2013)



Intermediate representations? 
example:

x (x,y)

Distribution of 
weights. of 
numbers and 
durations of  
events,…

Contact matrices of distributions

A. Machens et al., BMC Inf. Dis. (2013) 
M. Génois et al., Nat Comms (2015) NB: useful for incomplete datasets



“synopsis” of dynamic network data

x (x,y)

+

Contact matrix of distributions: 
-role based 
-takes heterogeneities into account

Role-based structure Heterogeneities

A. Machens et al., BMC Inf. Dis. (2013) 
M. Génois et al., Nat Comms (2015)



Temporality matters: 
reachability issue

Review Holme-Saramaki, Phys. Rep. (2012), arXiv:1108.1780 



Conference Museum

L. Isella et al., Journal of Theoretical Biology 271, 166 (2011)

Shortest paths on aggregated network vs fastest paths

(face-to-face contact networks)



>Finding structures:  
Temporal motifs



Dynamical motifs

t B

A

CE

D

t+∆t B

C

D

E

A

t+2∆t

E

B

DA

C

...t+3∆t

E

A

C

B

D

A B

D

A B

D

A B

D

E E

B

C E C

Bajardi et al, PLoS ONE (2011)



Dynamical motifs

A B

D

A B

D

A B

D

E

E
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length 2
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...
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Bajardi et al, PLoS ONE (2011)



Dynamical motifs
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Dynamical motifs
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Same aggregated network, different temporal sequences

detection of temporal patterns?

L. Kovanen et al., PNAS (2013)
L. Kovanen et al., J. Stat. Mech. (2011) P11005

Temporal motifs



Temporal motifs
= Equivalence classes of valid temporal subgraphs

Valid: no events are skipped 
at each node 

Equivalence classes:  
forget identities of nodes  
and exact timing

J. Saramäki



Temporal motifs reveal homophily, gender-specific patterns, and group talk in call sequences 
L. Kovanen et al., PNAS (2013)

which motifs are most frequent? 
metadata on nodes, compare with null models, …



Kovanen et al. (2012)

Motifs in mobile phone call networks

Structure: 
temporal motifs



Temporal motifs reveal homophily, gender-specific patterns, and group talk in call sequences 
L. Kovanen et al., PNAS (2013)



> Finding Structures: 
decomposing a temporal network



L. Gauvin et al., PLoS ONE (2014)

Detection of structures: decomposition of temporal network

Data: temporal network with discrete time intervals

Time-dependent adjacency matrix A(i,j,t)

Three-way tensor T



L. Gauvin et al., PLoS ONE (2014)

Detection of structures: decomposition of temporal network

tijk ⇡
RX

r=1

airbjrckr

undirected network: a=b

air= membership of node i to component r 
ckr=timeline of component r

T ⇡ T̃ =
RX

r=1

Sr =
RX

r=1

ar � br � cr

Kruskal decomposition



L. Gauvin et al., PLoS ONE (2014)



L. Gauvin et al., PLoS ONE (2014)

10 classes 
4 mixed-membership components = breaks 

Primary school case study



>Finding structures:  
Span cores



Reminder:  
k-core decomposition for static networks

graph G=(V,E)  
–k-core of graph G: maximal subgraph such that for all 
vertices in this subgraph have degree at least k 

–vertex i has shell index k iff it belongs to the k-core but 
not to the (k+1)-core 

–k-shell: ensemble of all nodes of shell index k



Example

shell index 1

shell index 2

shell index 3

1-core

2-core

3-core



http://lanet-vi.fi.uba.ar/

NB: role in spreading processes, cf Kitsak et al., Nat. Phys. (2010)



Temporal network G, set of vertices V,  
temporal interval T = [0,1,…, tmax]

dΔ(S, u) = |{v ∈ S ∣ (u, v) ∈ EΔ[S]} |

Δ : EΔ = ⋂
t∈Δ

Et

Et

Span-core: definition

Set of edges at time t:

Set of edges active at all times t of an interval 

Temporal degree of a node within a subgraph S during    :

=number of nodes to which u is linked at all times during

Δ

Δ

Galimberti, Barrat, Bonchi, Cattuto, Gullo, submitted (2018)



Span-core: definition

(all nodes of the core have degree at least k during the temporal interval, 
and have at least k “constant” neighbors during that interval)

Galimberti, Barrat, Bonchi, Cattuto, Gullo, submitted (2018)



Span-core: examples
Primary school data: 
Order of the span-cores as a function of their starting time and of the temporal span length 

Galimberti, Barrat, Bonchi, Cattuto, Gullo, submitted (2018)



Span-core: examples

Distributions of maximal span-cores lengths

Galimberti, Barrat, Bonchi, Cattuto, Gullo, submitted (2018)



Span-core: examples

Primary school: 
Average gender and class purity of the maximal span-cores

Galimberti, Barrat, Bonchi, Cattuto, Gullo, submitted (2018)



Galimberti, Barrat, Bonchi, Cattuto, Gullo, submitted (2018)

Span-core: anomaly detection
Hong-Kong primary school: filtering anomalous contacts 



>Finding structures:  
Backbones - significant ties



Filtering methods - static networks

Large scale data: mix of “important” and “random/noisy” links

How to extract the most relevant ties?



Filtering methods - static networks

• Retaining only large weights: links with weights larger than a (tunable) 
threshold => global filter 

• Filters based on a null model: retain only weights larger than expected 
in a null model 

• Disparity filter: multiscale backbone (Serrano et al., PNAS 2009): 
for each node, retain edges that are “important for that node” => 
local filter 

•



Disparity filter

The disparity filter selects the statistically significant 
links when the weights are heterogeneously 
distributed.

Serrano, Boguna, Vespignani - PNAS 2009



The disparity filter selects the statistically significant 
links when the weights are heterogeneously 
distributed.

Serrano, Boguna, Vespignani - PNAS 2009

Disparity filter



Filtering methods - static networks

• Retaining only large weights: links with weights larger than a (tunable) 
threshold => global filter 

• Filters based on a null model: retain only weights larger than expected 
in a null model 

• Disparity filter: multiscale backbone (Serrano et al., PNAS 2009): 
for each node, retain edges that are “important for that node” => 
local filter 

• Enhanced configuration model (Gemmetto et al., arXiv:
1706.00230) = max entropy ensemble of networks with fixed 
degree and strength sequences => p-value of observing a 
weight wij between i and j larger than or equal to the real 
weight => retain only links with small p-value



Filtering method - temporal network

• Aggregation on temporal window and apply one of the static filter 
method (large weights, disparity filter, enhanced configuration model) 

• Use a temporal null model: 
• define the temporal fitness model 

• node i, activity 
• probability of interaction at any time: 

• evaluate activities       of nodes (max likelihood) 
• compute the probability distribution of the number of interactions 

• ij is a significant tie if the observed number has a small p-
value w.r.t.

T. Kobayashi, T. Takaguchi, A. Barrat, arXiv:1804.08828

ai
u(ai, aj) = aiaj

a*i

g(mij |a*i , a*j ) = ( τ
mij) u(a*i , a*j )mij(1 − u(a*i , a*j ))τ−mij .

g



Interaction snapshots (binary)

Null distribution

t = 2t = 1 t = ⌧
<latexit sha1_base64="3I1HoOybCepwf5n8luqFj3Ibsp0=">AAACaHichVHLSsNAFD2Nr1pfrS5U3IhFcVWmIvgAoejGpVVjC62UJI4amxfJpFCLP+DKnagrBRHxM9z4Ay78BOlSwY0Lb9KAqKh3mJkzZ+65c2ZGdQzdE4w9xaS29o7Ornh3oqe3r38gmRrc8mzf1bis2YbtFlXF44ZucVnowuBFx+WKqRq8oFZXgv1Cjbueblubou7wbVPZs/RdXVMEUVtiqSwUv5JMswwLY/wnyEYgjSjW7OQNytiBDQ0+THBYEIQNKPColZAFg0PcNhrEuYT0cJ/jCAnS+pTFKUMhtkrjHq1KEWvROqjphWqNTjGou6QcxyR7ZLfshT2wO/bM3n+t1QhrBF7qNKstLXcqA8cjG2//qkyaBfY/VX96FtjFfOhVJ+9OyAS30Fr62uHpy8bi+mRjil2xJvm/ZE/snm5g1V616zxfv0CCPiD7/bl/Ankms5DJ5mfTueXoJ+IYwwSm6bnnkMMq1iDTsQc4wRnOY00pJQ1Lo61UKRZphvAlpIkP4weL3Q==</latexit><latexit sha1_base64="3I1HoOybCepwf5n8luqFj3Ibsp0=">AAACaHichVHLSsNAFD2Nr1pfrS5U3IhFcVWmIvgAoejGpVVjC62UJI4amxfJpFCLP+DKnagrBRHxM9z4Ay78BOlSwY0Lb9KAqKh3mJkzZ+65c2ZGdQzdE4w9xaS29o7Ornh3oqe3r38gmRrc8mzf1bis2YbtFlXF44ZucVnowuBFx+WKqRq8oFZXgv1Cjbueblubou7wbVPZs/RdXVMEUVtiqSwUv5JMswwLY/wnyEYgjSjW7OQNytiBDQ0+THBYEIQNKPColZAFg0PcNhrEuYT0cJ/jCAnS+pTFKUMhtkrjHq1KEWvROqjphWqNTjGou6QcxyR7ZLfshT2wO/bM3n+t1QhrBF7qNKstLXcqA8cjG2//qkyaBfY/VX96FtjFfOhVJ+9OyAS30Fr62uHpy8bi+mRjil2xJvm/ZE/snm5g1V616zxfv0CCPiD7/bl/Ankms5DJ5mfTueXoJ+IYwwSm6bnnkMMq1iDTsQc4wRnOY00pJQ1Lo61UKRZphvAlpIkP4weL3Q==</latexit><latexit sha1_base64="3I1HoOybCepwf5n8luqFj3Ibsp0=">AAACaHichVHLSsNAFD2Nr1pfrS5U3IhFcVWmIvgAoejGpVVjC62UJI4amxfJpFCLP+DKnagrBRHxM9z4Ay78BOlSwY0Lb9KAqKh3mJkzZ+65c2ZGdQzdE4w9xaS29o7Ornh3oqe3r38gmRrc8mzf1bis2YbtFlXF44ZucVnowuBFx+WKqRq8oFZXgv1Cjbueblubou7wbVPZs/RdXVMEUVtiqSwUv5JMswwLY/wnyEYgjSjW7OQNytiBDQ0+THBYEIQNKPColZAFg0PcNhrEuYT0cJ/jCAnS+pTFKUMhtkrjHq1KEWvROqjphWqNTjGou6QcxyR7ZLfshT2wO/bM3n+t1QhrBF7qNKstLXcqA8cjG2//qkyaBfY/VX96FtjFfOhVJ+9OyAS30Fr62uHpy8bi+mRjil2xJvm/ZE/snm5g1V616zxfv0CCPiD7/bl/Ankms5DJ5mfTueXoJ+IYwwSm6bnnkMMq1iDTsQc4wRnOY00pJQ1Lo61UKRZphvAlpIkP4weL3Q==</latexit><latexit sha1_base64="3I1HoOybCepwf5n8luqFj3Ibsp0=">AAACaHichVHLSsNAFD2Nr1pfrS5U3IhFcVWmIvgAoejGpVVjC62UJI4amxfJpFCLP+DKnagrBRHxM9z4Ay78BOlSwY0Lb9KAqKh3mJkzZ+65c2ZGdQzdE4w9xaS29o7Ornh3oqe3r38gmRrc8mzf1bis2YbtFlXF44ZucVnowuBFx+WKqRq8oFZXgv1Cjbueblubou7wbVPZs/RdXVMEUVtiqSwUv5JMswwLY/wnyEYgjSjW7OQNytiBDQ0+THBYEIQNKPColZAFg0PcNhrEuYT0cJ/jCAnS+pTFKUMhtkrjHq1KEWvROqjphWqNTjGou6QcxyR7ZLfshT2wO/bM3n+t1QhrBF7qNKstLXcqA8cjG2//qkyaBfY/VX96FtjFfOhVJ+9OyAS30Fr62uHpy8bi+mRjil2xJvm/ZE/snm5g1V616zxfv0CCPiD7/bl/Ankms5DJ5mfTueXoJ+IYwwSm6bnnkMMq1iDTsQc4wRnOY00pJQ1Lo61UKRZphvAlpIkP4weL3Q==</latexit>

Aggregate adjacency

+ + + =
0

BB@

0 5 2 4
5 0 8 6
2 8 0 ⌧
4 6 ⌧ 0

1

CCA

<latexit sha1_base64="m1UAqXwkliKKMYCswW5atINKAaE=">AAACxnichVFNT9tAEH2Y0gYDTQqXSlyiRqCeokmUtpQTopdy46MBJIwi2yzpCn/JXqeECIlz/wAHTiAhhPgZXPgDPfATEFIvVKKHHhg7FogiYKzxvnkzb3Z21wocGSmi8x6t90Xfy1e5fn1gcOh1vvBmeDHy49AWddt3/HDZMiPhSE/UlVSOWA5CYbqWI5asjS9Jfqklwkj63jfVDsSqazY9uS5tUzHVKFiGJZrS6wSuqUK5ua1Tcbz4gb3KXjMMPcEJN8H+keNqhhPOUGbMVC1JZWGa0Q3hrd22bBRKVKbUig9BJQMlZDbrF45gYA0+bMRwIeBBMXZgIuJvBRUQAuZW0WEuZCTTvMA2dNbGXCW4wmR2g/9NjlYy1uM46Rmlapt3cdhDVhYxRr/omK7ojE7ogv492quT9khmafNqdbUiaOR/vl24flbl8qrw/U715MwK65hIZ5U8e5AyySnsrr61tXu1MDk/1hmnA7rk+ffpnE75BF7rj304J+b3oPMDVP6/7oegXi1/LlfmaqWp6ewlchjFO7zn6/6EKXzFLOq87Rl+4xp/tRnN12LtR7dU68k0I7hn2s4NaOOlng==</latexit><latexit sha1_base64="m1UAqXwkliKKMYCswW5atINKAaE=">AAACxnichVFNT9tAEH2Y0gYDTQqXSlyiRqCeokmUtpQTopdy46MBJIwi2yzpCn/JXqeECIlz/wAHTiAhhPgZXPgDPfATEFIvVKKHHhg7FogiYKzxvnkzb3Z21wocGSmi8x6t90Xfy1e5fn1gcOh1vvBmeDHy49AWddt3/HDZMiPhSE/UlVSOWA5CYbqWI5asjS9Jfqklwkj63jfVDsSqazY9uS5tUzHVKFiGJZrS6wSuqUK5ua1Tcbz4gb3KXjMMPcEJN8H+keNqhhPOUGbMVC1JZWGa0Q3hrd22bBRKVKbUig9BJQMlZDbrF45gYA0+bMRwIeBBMXZgIuJvBRUQAuZW0WEuZCTTvMA2dNbGXCW4wmR2g/9NjlYy1uM46Rmlapt3cdhDVhYxRr/omK7ojE7ogv492quT9khmafNqdbUiaOR/vl24flbl8qrw/U715MwK65hIZ5U8e5AyySnsrr61tXu1MDk/1hmnA7rk+ffpnE75BF7rj304J+b3oPMDVP6/7oegXi1/LlfmaqWp6ewlchjFO7zn6/6EKXzFLOq87Rl+4xp/tRnN12LtR7dU68k0I7hn2s4NaOOlng==</latexit><latexit sha1_base64="m1UAqXwkliKKMYCswW5atINKAaE=">AAACxnichVFNT9tAEH2Y0gYDTQqXSlyiRqCeokmUtpQTopdy46MBJIwi2yzpCn/JXqeECIlz/wAHTiAhhPgZXPgDPfATEFIvVKKHHhg7FogiYKzxvnkzb3Z21wocGSmi8x6t90Xfy1e5fn1gcOh1vvBmeDHy49AWddt3/HDZMiPhSE/UlVSOWA5CYbqWI5asjS9Jfqklwkj63jfVDsSqazY9uS5tUzHVKFiGJZrS6wSuqUK5ua1Tcbz4gb3KXjMMPcEJN8H+keNqhhPOUGbMVC1JZWGa0Q3hrd22bBRKVKbUig9BJQMlZDbrF45gYA0+bMRwIeBBMXZgIuJvBRUQAuZW0WEuZCTTvMA2dNbGXCW4wmR2g/9NjlYy1uM46Rmlapt3cdhDVhYxRr/omK7ojE7ogv492quT9khmafNqdbUiaOR/vl24flbl8qrw/U715MwK65hIZ5U8e5AyySnsrr61tXu1MDk/1hmnA7rk+ffpnE75BF7rj304J+b3oPMDVP6/7oegXi1/LlfmaqWp6ewlchjFO7zn6/6EKXzFLOq87Rl+4xp/tRnN12LtR7dU68k0I7hn2s4NaOOlng==</latexit><latexit sha1_base64="m1UAqXwkliKKMYCswW5atINKAaE=">AAACxnichVFNT9tAEH2Y0gYDTQqXSlyiRqCeokmUtpQTopdy46MBJIwi2yzpCn/JXqeECIlz/wAHTiAhhPgZXPgDPfATEFIvVKKHHhg7FogiYKzxvnkzb3Z21wocGSmi8x6t90Xfy1e5fn1gcOh1vvBmeDHy49AWddt3/HDZMiPhSE/UlVSOWA5CYbqWI5asjS9Jfqklwkj63jfVDsSqazY9uS5tUzHVKFiGJZrS6wSuqUK5ua1Tcbz4gb3KXjMMPcEJN8H+keNqhhPOUGbMVC1JZWGa0Q3hrd22bBRKVKbUig9BJQMlZDbrF45gYA0+bMRwIeBBMXZgIuJvBRUQAuZW0WEuZCTTvMA2dNbGXCW4wmR2g/9NjlYy1uM46Rmlapt3cdhDVhYxRr/omK7ojE7ogv492quT9khmafNqdbUiaOR/vl24flbl8qrw/U715MwK65hIZ5U8e5AyySnsrr61tXu1MDk/1hmnA7rk+ffpnE75BF7rj304J+b3oPMDVP6/7oegXi1/LlfmaqWp6ewlchjFO7zn6/6EKXzFLOq87Rl+4xp/tRnN12LtR7dU68k0I7hn2s4NaOOlng==</latexit>

⇠ B(⌧, u(a⇤i , a
⇤
j ))

<latexit sha1_base64="WzVaRFNuBK0JmhYww/6lc57Hna4=">AAACf3icSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQtIxxRn5io4acSUJJbqlGokxmfGaekkxmfFaWlqxgsoG+gZgIECJsMQylBmgIKAfIHlDDEMKQz5DMkMpQy5DKkMeQwlQHYOQyJDMRBGMxgyGDAUAMViGaqBYkVAViZYPpWhloELqLcUqCoVqCIRKJoNJNOBvGioaB6QDzKzGKw7GWhLDhAXAXUqMKgaXDVYafDZ4ITBaoOXBn9wmlUNNgPklkognQTRm1oQz98lEfydoK5cIF3CkIHQhdfNJQxpDBZgt2YC3V4AFgH5Ihmiv6xq+udgqyDVajWDRQavge5faHDT4DDQB3llX5KXBqYGzWbgAkaAIXpwYzJCjfQs9QwDTZQdnKAxwcEgzaDEoAEMbnMGBwYPhgCGUKC1jQzLGTYwbGRiYtJg0mMygChlYoTqEWZAAUyWABHskgk=</latexit><latexit sha1_base64="WzVaRFNuBK0JmhYww/6lc57Hna4=">AAACf3icSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQtIxxRn5io4acSUJJbqlGokxmfGaekkxmfFaWlqxgsoG+gZgIECJsMQylBmgIKAfIHlDDEMKQz5DMkMpQy5DKkMeQwlQHYOQyJDMRBGMxgyGDAUAMViGaqBYkVAViZYPpWhloELqLcUqCoVqCIRKJoNJNOBvGioaB6QDzKzGKw7GWhLDhAXAXUqMKgaXDVYafDZ4ITBaoOXBn9wmlUNNgPklkognQTRm1oQz98lEfydoK5cIF3CkIHQhdfNJQxpDBZgt2YC3V4AFgH5Ihmiv6xq+udgqyDVajWDRQavge5faHDT4DDQB3llX5KXBqYGzWbgAkaAIXpwYzJCjfQs9QwDTZQdnKAxwcEgzaDEoAEMbnMGBwYPhgCGUKC1jQzLGTYwbGRiYtJg0mMygChlYoTqEWZAAUyWABHskgk=</latexit><latexit sha1_base64="WzVaRFNuBK0JmhYww/6lc57Hna4=">AAACf3icSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQtIxxRn5io4acSUJJbqlGokxmfGaekkxmfFaWlqxgsoG+gZgIECJsMQylBmgIKAfIHlDDEMKQz5DMkMpQy5DKkMeQwlQHYOQyJDMRBGMxgyGDAUAMViGaqBYkVAViZYPpWhloELqLcUqCoVqCIRKJoNJNOBvGioaB6QDzKzGKw7GWhLDhAXAXUqMKgaXDVYafDZ4ITBaoOXBn9wmlUNNgPklkognQTRm1oQz98lEfydoK5cIF3CkIHQhdfNJQxpDBZgt2YC3V4AFgH5Ihmiv6xq+udgqyDVajWDRQavge5faHDT4DDQB3llX5KXBqYGzWbgAkaAIXpwYzJCjfQs9QwDTZQdnKAxwcEgzaDEoAEMbnMGBwYPhgCGUKC1jQzLGTYwbGRiYtJg0mMygChlYoTqEWZAAUyWABHskgk=</latexit><latexit sha1_base64="WzVaRFNuBK0JmhYww/6lc57Hna4=">AAACf3icSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQtIxxRn5io4acSUJJbqlGokxmfGaekkxmfFaWlqxgsoG+gZgIECJsMQylBmgIKAfIHlDDEMKQz5DMkMpQy5DKkMeQwlQHYOQyJDMRBGMxgyGDAUAMViGaqBYkVAViZYPpWhloELqLcUqCoVqCIRKJoNJNOBvGioaB6QDzKzGKw7GWhLDhAXAXUqMKgaXDVYafDZ4ITBaoOXBn9wmlUNNgPklkognQTRm1oQz98lEfydoK5cIF3CkIHQhdfNJQxpDBZgt2YC3V4AFgH5Ihmiv6xq+udgqyDVajWDRQavge5faHDT4DDQB3llX5KXBqYGzWbgAkaAIXpwYzJCjfQs9QwDTZQdnKAxwcEgzaDEoAEMbnMGBwYPhgCGUKC1jQzLGTYwbGRiYtJg0mMygChlYoTqEWZAAUyWABHskgk=</latexit>

↵
<latexit sha1_base64="vUEw8bo2fxP/kkJGQDRWrlEA1zg=">AAACaXichVHLSsNAFD2N7/poq5uim2KpuCo3IiiuRDcua2tbQaUkcVpj0yQkaaEWf8CVO1FXCiLiZ7jxB1z0E6RLBTcuvE0DoqLeYWbOnLnnzpkZ1TZ01yNqh6S+/oHBoeGR8OjY+EQkGpssuFbd0UReswzL2VYVVxi6KfKe7hli23aEUlMNUVSr6939YkM4rm6ZW17TFns1pWLqZV1TPKYKu4phHyilaJLS5EfiJ5ADkEQQGSt6i13sw4KGOmoQMOExNqDA5bYDGQSbuT20mHMY6f6+wDHCrK1zluAMhdkqjxVe7QSsyetuTddXa3yKwd1hZQIpeqI7eqFHuqdnev+1Vsuv0fXS5FntaYVdipzEc2//qmo8ezj4VP3p2UMZy75Xnb3bPtO9hdbTN47OXnIr2VRrjq6pw/6vqE0PfAOz8ardbIrsJcL8AfL35/4JCgtpmdLy5mJydS34imHMYBbz/N5LWMUGMsjzuYc4xTkuQh0pJsWl6V6qFAo0U/gSUvIDi2eMFA==</latexit><latexit sha1_base64="vUEw8bo2fxP/kkJGQDRWrlEA1zg=">AAACaXichVHLSsNAFD2N7/poq5uim2KpuCo3IiiuRDcua2tbQaUkcVpj0yQkaaEWf8CVO1FXCiLiZ7jxB1z0E6RLBTcuvE0DoqLeYWbOnLnnzpkZ1TZ01yNqh6S+/oHBoeGR8OjY+EQkGpssuFbd0UReswzL2VYVVxi6KfKe7hli23aEUlMNUVSr6939YkM4rm6ZW17TFns1pWLqZV1TPKYKu4phHyilaJLS5EfiJ5ADkEQQGSt6i13sw4KGOmoQMOExNqDA5bYDGQSbuT20mHMY6f6+wDHCrK1zluAMhdkqjxVe7QSsyetuTddXa3yKwd1hZQIpeqI7eqFHuqdnev+1Vsuv0fXS5FntaYVdipzEc2//qmo8ezj4VP3p2UMZy75Xnb3bPtO9hdbTN47OXnIr2VRrjq6pw/6vqE0PfAOz8ardbIrsJcL8AfL35/4JCgtpmdLy5mJydS34imHMYBbz/N5LWMUGMsjzuYc4xTkuQh0pJsWl6V6qFAo0U/gSUvIDi2eMFA==</latexit><latexit sha1_base64="vUEw8bo2fxP/kkJGQDRWrlEA1zg=">AAACaXichVHLSsNAFD2N7/poq5uim2KpuCo3IiiuRDcua2tbQaUkcVpj0yQkaaEWf8CVO1FXCiLiZ7jxB1z0E6RLBTcuvE0DoqLeYWbOnLnnzpkZ1TZ01yNqh6S+/oHBoeGR8OjY+EQkGpssuFbd0UReswzL2VYVVxi6KfKe7hli23aEUlMNUVSr6939YkM4rm6ZW17TFns1pWLqZV1TPKYKu4phHyilaJLS5EfiJ5ADkEQQGSt6i13sw4KGOmoQMOExNqDA5bYDGQSbuT20mHMY6f6+wDHCrK1zluAMhdkqjxVe7QSsyetuTddXa3yKwd1hZQIpeqI7eqFHuqdnev+1Vsuv0fXS5FntaYVdipzEc2//qmo8ezj4VP3p2UMZy75Xnb3bPtO9hdbTN47OXnIr2VRrjq6pw/6vqE0PfAOz8ardbIrsJcL8AfL35/4JCgtpmdLy5mJydS34imHMYBbz/N5LWMUGMsjzuYc4xTkuQh0pJsWl6V6qFAo0U/gSUvIDi2eMFA==</latexit><latexit sha1_base64="vUEw8bo2fxP/kkJGQDRWrlEA1zg=">AAACaXichVHLSsNAFD2N7/poq5uim2KpuCo3IiiuRDcua2tbQaUkcVpj0yQkaaEWf8CVO1FXCiLiZ7jxB1z0E6RLBTcuvE0DoqLeYWbOnLnnzpkZ1TZ01yNqh6S+/oHBoeGR8OjY+EQkGpssuFbd0UReswzL2VYVVxi6KfKe7hli23aEUlMNUVSr6939YkM4rm6ZW17TFns1pWLqZV1TPKYKu4phHyilaJLS5EfiJ5ADkEQQGSt6i13sw4KGOmoQMOExNqDA5bYDGQSbuT20mHMY6f6+wDHCrK1zluAMhdkqjxVe7QSsyetuTddXa3yKwd1hZQIpeqI7eqFHuqdnev+1Vsuv0fXS5FntaYVdipzEc2//qmo8ezj4VP3p2UMZy75Xnb3bPtO9hdbTN47OXnIr2VRrjq6pw/6vqE0PfAOz8ardbIrsJcL8AfL35/4JCgtpmdLy5mJydS34imHMYBbz/N5LWMUGMsjzuYc4xTkuQh0pJsWl6V6qFAo0U/gSUvIDi2eMFA==</latexit>

mij
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T. Kobayashi, T. Takaguchi, A. Barrat, arXiv:1804.08828
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T. Kobayashi, T. Takaguchi, A. Barrat, arXiv:1804.08828

Example: SocioPatterns datasets

• More ties detected than with other methods  
• Significant ties seem to be mostly within groups, when a 

community structure is present



Beyond significant ties: significant structures

T. Kobayashi, T. Takaguchi, A. Barrat, arXiv:1804.08828

Probability that i,j,k form a triangle of simultaneous interactions 
at a given time  

v(i, j, k) = u(a*i , a*j ) ⋅ u(a*j , a*k ) ⋅ u(a*k , a*i ) ,

Probability that the triangle i,j,k is observed       times in the null 
model:

rijk

h(rijk |a*i , a*j , a*k ) = ( τ
rijk) v(i, j, k)rijk(1 − v(i, j, k))τ−rijk

=> possibility to assign a significance to a triad of 
simultaneous interactions or to any other temporal 
motif/structure 
(not possible with static filters)
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Beyond significant ties: significant structures

T. Kobayashi, T. Takaguchi, A. Barrat, arXiv:1804.08828



>Models
of temporal networks



> activity-driven model



Activity-driven network

Perra et al., Sci. Rep. (2012)

Model: N nodes, each with an “activity” a, taken from a distribution F(a)

At each time step:

• node i active with probability a(i)
• each active node generate m links to 

other randomly chosen nodes
• iterate with no memory

Aggregate degree distribution ~ F

No memory, no correlations…
“Toy” model allowing for analytical computations



Activity-driven network with attractiveness

Model: N nodes, each with an “activity” a, taken from a distribution F(a)
and an “attractiveness” b, from another distribution G(b)

At each time step:

• each node i becomes active with probability a(i)
• each active node generate m links to other nodes 

chosen with probability proportional to their 
“attractiveness” b

Alessandretti et al., Phys. Rev. (2017)

Possibility to tune F, G and potential correlations 
between a and b



Activity-driven network with memory

Model: N nodes, each with an “activity” a, taken from a distribution F(a)

At each time step:

• each node i becomes active with probability a(i)
• each active node generate m links to other 

nodes; if it has already been in contact with n 
distinct nodes, the new link is 
• towards a new node with proba p(n)=c/(c+n)
• towards an already contacted node with proba 

1-p(n)

(reinforcement mechanism seen in data)

Karsai et al., Sci. Rep. (2014)



Memory-less

With Memory

Sun et al., EPJB (2015)



>a model of interacting agents



Time t Time t+1

Time t+2
Time t+3

Transition probabilities depending on: 
-present state 
-time of last state change

Interacting agents



At each timestep: choose an agent i at random: 

• i isolated: with proba b0 f( t,ti ), agent i changes its state, and 
chooses an agent j with probability Π( t,tj ) 

• i in a group: with probability b1f( t,ti ), agent i changes its state : 
– with probability  λ, agent i leaves the group 
– with probability 1-λ, it introduces an isolated agent n chosen 

with probability Π( t,tn ) to the group 

Parameters: b0, b1, λ

A simple model of interacting agents

J. Stehlé et al., Physical Review E 81, 035101 (2010) 
K. Zhao et al., Physical Review E 83, 056109 (2011)



Analytical and numerical results

where

N=1000, b0=0.7 , b1=0.7, λ=0.8, Tmax=105N

Duration in a given state p

J. Stehlé et al., Physical Review E 81, 035101 (2010) 
K. Zhao et al., Physical Review E 83, 056109 (2011)



ModelSocioPatterns data 
(face-to-face contacts)

Distributions of times spent with p neighbours

J. Stehlé et al., Physical Review E 81, 035101 (2010) 
K. Zhao et al., Physical Review E 83, 056109 (2011)



>another model of interacting agents



N agents;  
ti= last time i changed state 
tij = last time (i,j) changed state 

at each time step dt: 

(i) Each active link (i, j) is inactivated with proba dt z f(t − tij) 
(ii) Each agent i initiates a contact with another agent j with probability  
dt b fa(t − ti), j chosen among agents that are not in contact with i with 
probability Πa(t−tj)Π(t− tij)

memory kernels f, fa, Πa, Π: 
• constant: Poissonian dynamics 
• empirics: decrease as 1/x

a) b) c)

C. Vestergaard et al., Phys. Rev. E 90, 042805 (2014)



Memory mechanisms can be incorporated separately 
Need all to reproduce empirical data

C. Vestergaard et al., Phys. Rev. E 90, 042805 (2014)
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>still another model 
of interacting agents



Agents with different “attractiveness” 
performing random walks

M. Starnini, A. Baronchelli, R. Pastor-Satorras
Modeling human dynamics of face-to-face interaction networks, Phys. Rev. Lett. 110, 168701 (2013)

Walking probability:

Agent i -> attractiveness ai

https://sites.google.com/site/andreabaronchellipapers/files/prl_face_to_face_nets_2013.pdf?attredirects=0


M. Starnini, A. Baronchelli, R. Pastor-Satorras
Modeling human dynamics of face-to-face interaction 
networks, Phys. Rev. Lett. 110, 168701 (2013)

Agents with different “attractiveness” 
performing random walks

https://sites.google.com/site/andreabaronchellipapers/files/prl_face_to_face_nets_2013.pdf?attredirects=0


>Generative models 
from data



• Generate static underlying structure 

• Generate timelines of events 
• known P(Δt): generate successive events with inter-

event times taken from P(Δt) 
• known P(Δt) and P(n): assign a number of events to 

each link from P(n), and inter-event times from P(Δt) 
• known P(Δt), P(n), P(τ) 
• known intervals of activity or overall activity timeline 
• …

>Surrogate temporal networks from 
known empirical statistics

L. Gauvin et al., Sci Rep 3:3099 (2013) 
M. Génois et al., Nat Comm 6:8860 (2015)

NB: no temporal correlations, some 
can be introduced (through correlated 
intervals of activities)



>Null Models
of temporal networks



What are null models?

• ensemble of instances of randomly built systems  
• that preserve some properties of the studied systems 

Aim: 
  
• understand which properties of the studied system are simply random, and 
which ones denote an underlying mechanism or organizational principle  
• compare measures with the known values of a random case



Static null models

• Fixing size (N, E): random (Erdös-Renyi) graph 

• Fixing degree sequence: reshuffling/rewiring methods

Original network Rewired network

i i

j n

mm

j
n

rewiring step

• preserves the degree of each node 
• destroys topological correlations



Null models for temporal networks

Many properties and correlations 

many possible null models 



Random times

keeps:  
• link structure 
• number of events per link 
• corresponding static correlations 

destroys: 
• global time ordering 
• activity timeline 
• burstiness 
• all temporal correlations

for each link event: pick time at random



Time shuffling

keeps:  
• link structure 
• number of events per link 
• corresponding static correlations 
• global time ordering and activity timeline 
destroys: 
• interevent times 
• all temporal correlations

shuffle times of events 
ID1   ID2   time 
   1      4        2 
   2      3        8 
   1      5      12 
   3      4      15 
…..

ID1   ID2   time 
   1      4        8 
   2      3      15 
   1      5        2 
   3      4      12 
…..



Interval shuffling

for each link: randomize sequence of inter-event durations

for each link: randomize sequence of contacts

a b c

𝛼 𝛽

ac

𝛽 𝛼

b

keeps:  
• link structure 
• number of events per link 
• corresponding static correlations 
• link burstiness 
destroys: 
• all temporal correlations 
• activity timeline



Link-sequence shuffling

Randomly exchange sequence of events of different links

A A BB

C C DD

keeps:  
• link structure 
• distribution of link weights 
• global activity timeline 
• link burstiness 
destroys: 
• number of events per link & corresponding correlations 
• correlations between structure and activity  
• all temporal correlations 

NB: weight-conserving link-sequence shuffling 



To go further
Gauvin et al., Randomized reference 
models for temporal networks  
arXiv:1806.04032



>Dynamical processes on 
temporal networks



>Random walks



Random walks on activity-driven network

Perra et al., Phys. Rev. E (2012)

@Wa (t)

@t
= �aWa (t) + amw �mhaiWa (t) +

Z
a0Wa0 (t)F (a0) da0

N nodes 
W walkers 
Wa average number of walkers in  
a node of activity a  
w = W/N



Random walks on activity-driven network

Perra et al., Phys. Rev. E (2012)
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Stationary state:

� =

Z
aF (a)

amw + �

a+mhaida

More walkers on more active nodes



Random walks on empirical temporal networks 
Starnini et al., Phys Rev E (2012) 

arXiv:1203.2477



>Toy spreading processes



• deterministic SI process to probe the causal structure of 
the dynamical network 

• fastest paths ≠ shortest paths

Toy spreading processes on temporal networks

Time t Time t’>t
Time t’’>t’

B

A

C

A

B B

A

C C

Fastest path= A->B->C 
Shortest path= A-C
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Example: contact networks

SI deterministic  
spreading process



M. Karsai et al., Small But Slow World: How Network Topology and Burstiness Slow Down 
Spreading, Phys. Rev. E (2011).

Mobile phone data: 
• community structure (C) 
• weight-topology correlations (W) 
• burstiness on single links (B) 
• daily patterns (D) 
• event-event correlations between links (E)

Effects of the different ingredients? 

Use series of null models!



M. Karsai et al., Small But Slow World: How Network Topology and Burstiness Slow Down 
Spreading, Phys. Rev. E (2011).

Null models

• community structure (C) 
• weight-topology correlations (W) 
• burstiness on single links (B) 
• daily patterns (D) 
• event-event correlations between links (E)



M. Karsai et al., Small But Slow World: How Network Topology and Burstiness Slow Down 
Spreading, Phys. Rev. E (2011). 
Kivela et al, Multiscale Analysis of Spreading in a Large Communication Network, JSTAT (2012) 

Mobile phone data • community structure (C) 
• weight-topology correlations (W) 
• burstiness on single links (B) 
• daily patterns (D) 
• event-event correlations between links (E)

Burstiness slows down spread 
Correlations slightly favour spread



Rocha et al., PLOS Comp Biol (2011) 
• data: temporal network of sexual contacts 
• temporal correlations accelerate outbreaks 

Pan & Saramaki, PRE (2011) 
• data: mobile phone call network 
• slower spread when correlations removed 

Miritello et al., PRE (2011) 
• data: mobile phone call network 
• burstiness decreases transmissibility 

Takaguchi et al., PLOS ONE (2013) 
• data: contacts in a conference; email  
• threshold-based spreading model 
• burstiness accelerate spreading 

Rocha & Blondel, PLOS Comp Biol (2013) 
• model with tuneable distribution of inter-event times (no correlations) 
• burstiness => initial speedup, long time slowing down 

More results



Results 

• depend on data set 

• depend on spreading model 

• generally 

• burstiness slows down spreading 
• correlations (e.g., temporal motifs) favor spreading 
• role of turnover 
• +: effect of static patterns

Still somewhat unclear picture



>SIS and SIR models  
on temporal networks



SIS model on activity-driven network

Perra et al., Sci. Rep. (2012)

Activity-based mean-field theory:

Ita Number of infectious nodes of activity a

It+�t
a = Ita � µIta�t+ �am�t(Na � Ita)

Z
Ita0

N
da0 + ��t(Na � Ita)m

Z
a0
Ita0

N
da0

✓t =

Z
aItada , It =

Z
ItadaWrite equations for 

@t✓ = �µ✓ + �mhai✓ + �mha2iI
@tI = �µI + �mhaiI + �m✓ (neglecting 2nd order terms)

�

µ
>

1

m
⇣
hai+

p
ha2i

⌘

Condition: largest eigenvalue larger than 0

Epidemic threshold:



SIS model on activity-driven network

Perra et al., Sci. Rep. (2012)

Epidemic threshold: �c =
1

m
⇣
hai+

p
ha2i

⌘



SIS and SIR models  
on activity-driven networks with memory

Sun et al., EPJB (2015)

SIS model: memory favors spread

�

µ



SIS and SIR models  
on activity-driven networks with memory

Sun et al., EPJB (2015)

SIR model: memory hinders spread
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>Voter model on temporal networks

A. Moinet, A. Barrat, R. Pastor-Satorras, arXiv:1804.07476



Voter model
N agents i=1,..N 
Opinion si = 1 or -1 
At each time step: 
• Choose one agent i  
• i chooses at random one of his neighbors j 
• Agent i adopts the opinion of agent j

i,+   j, - i,-   j, -

Consensus time? 
Exit probability (proba that a single agent imposes 
its opinion to the rest of the population)?



Example: agents sitting on a 2-dimensional lattice

“Coarsening” of domains of similar opinion agents

Voter model



Voter model on static networks

Sood, Redner, PRL 2005 
Sood, Antal, Redner, PRE 2008

on scale-free networks, exponent 
(no correlations) 

ν

Exit probability for a node of degree k:  ~ k 
=> hubs have higher exit probability, as they are chosen by another 
node with probability proportional to their degree



Voter model on activity-driven networks

Moinet, Barrat, Pastor-Satorras, arXiv:1804.07476

Voter + Moran processes on activity-driven with attractiveness 
Heterogeneous mean-field analysis

At each time step: i becomes active (depending on its activity)  
and chooses j to interact with (depending on its attractiveness)



Voter model on activity-driven networks

Moinet, Barrat, Pastor-Satorras, arXiv:1804.07476

Voter + Moran processes on activity-driven with attractiveness 
Heterogeneous mean-field analysis

Consensus time for the Voter model: 

Exit probability for the Voter model: 

=> nodes with large activity have small exit probability!  
      (but large degree in aggregated network!) 

=> opposite result w.r.t. using an aggregated network view!



> Making use of the data:
studying human behaviour



> Gender homophily 
from contact behavior in a 

primary school 

J. Stehlé, F. Charbonnier, T. Picard, C. Cattuto, A. Barrat  
Gender homophily from spatial behavior in a primary school: a sociometric study.  
Social Networks 35(4): 604-613 (2013)

http://arxiv.org/find/cs/1/au:+Cattuto_C/0/1/0/all/0/1
http://arxiv.org/find/all/1/au:+Barrat_A/0/1/0/all/0/1
http://www.sciencedirect.com/science/article/pii/S0378873313000737


Field initiated by Moreno (1953)

• From early childhood to pre-adolescence: increasing separation of boys and girls 

• During adolescence: reversed tendency (romantic relationships)

• Structural differences between ego-centered networks of boys and girls

• Time shift in the evolution of same gender preference between boys and girls

Most studies rely on:

• Questionnaires about friendships (interviews, self-administered questionnaires)

• Diaries of contacts, generally self reported 

• (sometimes) direct observation by external observers

Gender homophily: a well-studied problem



Gender homophily in behavioral traces? 
(objective definition of contact) 

Measure/quantify effect? 

New insights?



• Keep only:  
• links within each class 
• contacts outside of classrooms 
• “strong” links (at least 5mn in contact over 2 days) 

• Measure number of links of each type: 
• boy-boy: Ebb 
• girl-girl: Egg 

• boy-girl: Ebg 

• Test hypothesis of gender indifference of links, i.e., compare 
data with null models

Methodology



Methodology: null models

 3 variables: Ebb , Egg , Ebg 

Constraints on null models: 
• Fixed numbers of boys and girls 
• Fixed total number of links 
• Different average degrees of boys and girls

one quantity left to compare (data vs null models): Ebg 
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Data

Null models 95% 
confidence intervals

Null models 

(I)  Random network with same degree sequence of original data 
(does not conserve degree correlations nor structures such as triangles) 

(II) Fixed network structure, reshuffle gender labels among nodes 
(similar to QAP)

Less boy-girl links than in null models 
Homophily from contact behaviour

NB: temporal resolution => further results 



Temporal resolution => additional results
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Similarity of neighborhoods from one day to the next: 

same-gender neighborhood more stable than opposite-gender neighborhood

J. Stehlé, F. Charbonnier, T. Picard, C. Cattuto, A. Barrat  
Gender homophily from spatial behavior in a primary school: a sociometric study.  
Social Networks 35(4): 604-613 (2013)

http://arxiv.org/find/cs/1/au:+Cattuto_C/0/1/0/all/0/1
http://arxiv.org/find/all/1/au:+Barrat_A/0/1/0/all/0/1
http://www.sciencedirect.com/science/article/pii/S0378873313000737
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Correlation between age 
and same-gender homophily

Boys: same-gender homophily increases with age for both strong and weak links (expected) 

Girls: same-gender homophily increases with age for strong links (expected), 
                                     decreases with age for weak links (unexpected) 
(number of opposite-gender neighbors with weak links increases) 

J. Stehlé, F. Charbonnier, T. Picard, C. Cattuto, A. Barrat  
Gender homophily from spatial behavior in a primary school: a sociometric study.  
Social Networks 35(4): 604-613 (2013)

Temporal resolution => additional results

http://arxiv.org/find/cs/1/au:+Cattuto_C/0/1/0/all/0/1
http://arxiv.org/find/all/1/au:+Barrat_A/0/1/0/all/0/1
http://www.sciencedirect.com/science/article/pii/S0378873313000737


What about high school students?

Overall, in the contact network: 
• 58% of edges between male students
• 8% of edges between female students
• 34% of edges between students of different genders

however: strong imbalance (133M, 47F)

Marseilles high school, 2012

J. Fournet, A. Barrat, PLoS ONE (2014)



=> at most very weak gender homophily

Comparison with null model:

What about high school students?

J. Fournet, A. Barrat, PLoS ONE (2014)



“Limited communication 
capacity unveils strategies for 

human interaction” 

Miritello, Lara, Cebrian, Moro, Sci. Rep. 3:1950 (2013)



Limited communication capacity

Miritello et al., Sci. Rep. (2013)

Call Detail Records of 20 million users over 19 months



Limited communication capacity

Miritello et al., Sci. Rep. (2013)

remains roughly constant 
even if ties are activated 
and deactivated

number of new alters and 
number of disappearing 
alters grow linearly and at 
the same speed, for a 
given individual



Limited communication capacity 
and human communication strategies

Miritello et al., Sci. Rep. (2013)

+socio-demographic dependence 
+impact on information diffusion

Social explorers vs. social keepers



“Persistence of social 
signatures in human 

communication” 

J. Saramäki et al., PNAS 111, 942 (2014)  



Social signatures in human communication

Saramäki et al, PNAS 2014

Data: 18 months dataset, phone calls + surveys, 
24 students followed from school to university



Social signatures in human communication

Saramäki et al, PNAS 2014

Robust “signature” 
despite turnover in  
neighbourhoods



Social signatures in human communication

Saramäki et al, PNAS 2014



What about different communication 
channels or social network proxies?

Data at hand => “the” social network of the population (?) 

• communications (cell phones, messages, e-mails…) 
• co-presence (various spatial resolutions) 
• surveys 
• online interactions 
• … 

however, typically: correlated but different



What about different communication 
channels or social network proxies?

Heydari et al., arXiv:1806.02641

Call and messaging networks differ



What about different communication 
channels or social network proxies?

Heydari et al., arXiv:1806.02641

Similar signatures 
for different 
communication 
channels of an 
ego



What about different communication 
channels or social network proxies?

Another example: Do different layers of a social 
network convey the same information w.r.t. 
homophily patterns? 

Data on 
– Calls 
– Surveys 
– Co-presence 

for students in Singapore over one academic year

Manivannan et al., arXiv:1801.02874



What about different communication 
channels or social network proxies?

Homophily assessed with respect to a null model

Yearly aggregated network:

Manivannan et al., arXiv:1801.02874



What about different communication 
channels or social network proxies?

(a) Communication network – Aggregated durations

(b) Communication network – Number

(c) Co-presence network – Aggregated durations

(d) Co-presence network – Number

Fig 15. Homophily in Dyads with respect to several attributes - Term
aggregated communication networks. Data (black dots) are compared with the
distribution (boxplots) obtained for a null model in which attributes are reshuffled
among nodes. ND gives the number of dyads on which the measure is performed.
Boxplot: Whiskers - 5th, 10th and 90th, 95th percentiles, Box - 25th and 75th percentiles.

20/28

Term aggregated networks: 
communication vs. co-presence

Manivannan et al., arXiv:1801.02874



Manivannan et al., arXiv:1801.02874

What about different communication 
channels or social network proxies?

Comparison with a suitable null model 
=> communication vs questionnaires: more similar than expected in the null model 
=> communication vs co-presence: not more similar than random



> Another way to use data:
Data-driven numerical 

simulations



What level of detail, which data representation 
to use in data-driven simulations?



+
J. Stehlé et al., BMC Medicine (2011); A. Machens et al, BMC Inf Dis (2013)

Various possible representations 
to feed models



>A concrete example:
contact patterns in a hospital



!198

Network representations
Construction of 3 networks: 

1. Dynamic network (DYN): 
Real sequence of successive contacts  

2. Heterogeneous network (HET): 
1-day aggregated network 
 A—B if A and B have been in contact 
WAB = cumulative duration of the contacts A-B 

3. Homogeneous network (HOM): 
1-day aggregated network 
A—B if A and B have been in contact 
WAB = average cumulative duration

D
at

a 
ag

gr
eg
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n

Networks: 
• Take into account network structure at the individual level 
• Difficult to generalize



• Underlying fully connected network structure 
• Takes into account role structure 
• Average temporal information, no heterogeneities within each role 
• Easy to generalize

4. Contact matrix



5. Intermediate representation: Contact matrix of distributions

a. Fit each role-pair distribution of weights 
(using negative binomials) 
b. Create a network in which weights are drawn 
from the fitted distribution (NB: including zero weights)

Machens et al, BMC Infect. Dis.(2013)

• Underlying realistic network structure 
• Takes into account role structure 
• Takes into account heterogeneities within each role 
• Easy to generalize



+
Epidemiological model

Evaluating the representations?

• Evaluation of : 
• Extinction probability 
• Attack rate 
• Role of initial seed 
• Attack rate for each group 

• Comparison with most realistic DYN representation

Machens et al, BMC Infect. Dis.(2013)



SEIR simulation results

Machens et al, BMC Infect. Dis.(2013)

Importance of heterogeneities of contact durations



SEIR simulation results

Attack rate by groups (for AR > 10%)

Machens et al, BMC Infect. Dis.(2013)



> Recalibrating disease 
parameters

Bioglio et al., BMC Inf. dis. (2016)

In simulations, can we replace a realistic contact 
structure by a homogeneous mixing hypothesis, at the 
cost of recalibrating parameters?



Bioglio et al., BMC Inf. dis. (2016)
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with varying SIR parameters



Bioglio et al., BMC Inf. dis. (2016)
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Bioglio et al., BMC Inf. dis. (2016)
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Rescaling:  
-need to recalibrate both parameters 
-setting specific



> Using data to design and 
evaluate interventions



Immunization strategies

Lee et al., PLOS ONE (2012) 
=>inspired by “acquaintance protocol” in static networks 
• “Recent”: choose a node at random, immunize its most recent contact 
• “Weight”: choose a node at random, immunize its most frequent contact in a 

previous time-window 

Starnini et al., JTB (2012) 
• aggregate network on [0,T] 
• compare strategies 

• immunize nodes with highest k or BC in [0,T] 
• immunize random acquaintance (on [0,T]) 
• recent, weight strategies 

• vary T 
• find saturation of efficiency as T increases 

Liu et al., PRL (2014) (activity-driven network model=>analytics) 
• target nodes with largest activity 
• random neighbour (over an observation time T) of random node

=> take into account temporal structure



> mesoscale interventions
• act at intermediate scales
• avoid need to identify nodes with specific properties  



An example: SEIR + school
Which containment strategies?

Model: 
-SEIR with asymptomatics 
-contact data as proxy for possibility of transmission inside school 
-when children are out of school: residual homogeneous risk of 
contamination by contact with population 

Containment strategies (suggested by the data): 
-detection and subsequent isolation of symptomatic individuals 
-whenever symptomatic individuals are detected (more than a given 
threshold), closure of  

(i) class 
(ii) class + most connected other class (same grade) 
(iii) whole school

V. Gemmetto, A. Barrat, C. Cattuto, BMC Inf. Dis. 14, 3841 (2014)



An example: SEIR + school
Which containment strategies?

Average over cases 
with AR > 10%

V. Gemmetto, A. Barrat, C. Cattuto, BMC Inf. Dis. 14, 3841 (2014)



An example: SEIR + school
Which containment strategies?

Average over cases 
with AR > 10% V. Gemmetto, A. Barrat, C. Cattuto, BMC Inf. Dis. 14, 3841 (2014)



Probability that AR < 10% Average AR when AR > 10%

Which containment strategies?
Comparing class/grade/school closure

Targeted
class

Targeted
grade

Targeted
grade

Targeted
class

Strategy
(Threshold, duration)      

    

Strategy
(Threshold, duration)      

    

School School

V. Gemmetto, A. Barrat, C. Cattuto, BMC Inf. Dis. 14, 3841 (2014)



An example: SEIR + school
Which containment strategies?

Cost in number of 
lost class-days

V. Gemmetto, A. Barrat, C. Cattuto, BMC Inf. Dis. 14, 3841 (2014)



Two-sided role of the data

• “Simple” stylized facts, easy to generalise 
– more contacts within each class than between classes 
– which classes are most connected 

=> from low-resolution data 
=> suggests strategies 

• Complex, detailed data set 
– detailed sequence of contact events 

=> high-resolution data 
=> validation of strategies through detailed and realistic 
numerical simulations

NB: Fumanelli et al. (2016) & Ciavarella et al. (2016) show the validity of these results using agent-
based models at larger scale.



> mesoscale interventions
- 2



contacts in a primary school: 
• classes 
• correlated link activity

J. Stehlé et al. PLoS ONE 

6(8):e23176 (2011) 



L. Gauvin et al., PLoS ONE (2014)

Decomposition of temporal network

tijk ⇡
RX

r=1

airbjrckr

undirected network: a=b
air= membership of node i to component r 
ckr=timeline of component r

T ⇡ T̃ =
RX

r=1

Sr =
RX

r=1

ar � br � cr

Kruskal decomposition



L. Gauvin et al., PLoS ONE (2014)

10 classes 
4 mixed-membership components = breaks 

Primary school case study



L. Gauvin et al., arXiv:1501.02758 
Revealing latent factors of temporal networks for mesoscale intervention in epidemic spread, 

Intervention: removal of a component

T̃ s =
X

r 6=s

SrAltered temporal network

Stochastic SI model, epidemic delay ratio ⌧r =

⌧
trj � tj

tj

�

Comparison with null 
model=removal of 
randomly chosen links

Components 12 and 
14=1st day lunch break

NB: components 12,14 carry less weight than 1 or 2



L. Gauvin et al., arXiv:1501.02758 
Revealing latent factors of temporal networks for mesoscale intervention in epidemic spread, 

Intervention: removal of a component

SIR model, epidemic size ratio



L. Gauvin et al.,  
Revealing latent factors of temporal networks for mesoscale intervention in epidemic spread,  
arXiv:1501.02758 

Reactive targeted intervention

• SEIR 
• contact data as proxy for possibility of transmission inside school 
• when children are out of school: residual homogeneous risk of contamination by 

contact with population 
• isolation of infectious cases at the end of each day 
• if 2 infectious are detected: 

• removal of mixing components 
• replacement by equivalent amount of class activities



> Incomplete data



Data is often incomplete because of population sampling 
 (not everyone takes part to the data collection)

Consequences of missing data….

• Biases in measured statistical properties? 
• Biases in the estimation of the outcomes of data-
driven models?

A

B dAB, real = 2

Risk of contamination A->B 
real >> sampled 

(C acts as an immunized node)

dAB, sampled = 4
C



I- Evaluation of biases due to missing data 

II- Compensating for biases

Issues



Methodology: resampling

• Remove nodes (individuals) at random 
• Measure statistical properties of contacts 

between remaining individuals 
• Run simulations of spreading processes 

(SIS or SIR models) 
• Compare outcomes of simulations on 

initial and resampled temporal networks



Data sets: temporal networks 
of face-to-face proximity

• Conference: 2 days, 403 individuals 
• Offices: 2 weeks, 92 individuals 
• High School: 1 week, 326 individuals



Impact of sampling on contact network 
properties and mixing patterns

Random sampling keeps: 
• Temporal statistical properties 

(distributions of contact and inter-contact durations, 
distribution of aggregate durations, of # contacts per link) 

• Density of network 
• Contact matrices of link densities 

(for structured populations)

known to be crucial for 
spreading processes



Impact of sampling on contact network 
properties and mixing patterns
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Offices High School

Random sampling keeps: 
• Temporal statistical properties (distributions of contact and inter-

contact durations, distribution of aggregate durations, of # contacts per link) 
• Density of network 
• Contact matrices of link densities (for structured populations)

known to be crucial for 
spreading processes



Impact of sampling on simulations of 
spreading processes

SIR model, distribution of epidemic sizes

Strong underestimation of 
•  risk of large epidemics 
•  average epidemic size

(absent individuals act as if they were immunised => herd immunisation effect)

InVS Thiers13 SFHHOffices High School Conference



How to estimate the outcome 
of spreading processes 
from incomplete data?

Do the incomplete data contain 
enough information?



Methodology

• build surrogate contact networks, using 
only properties of sampled (incomplete) data: 

• Measure properties of the (sampled) incomplete data 

•  Add missing nodes (assumption: class/department known) 

•  Build links between missing and present nodes, in order to maintain the 
properties measured in the incomplete data 

• On each link, create a timeline of contacts respecting the statistical 
properties of the incomplete data 

• perform simulations on surrogate data sets

NB: surrogate contacts, here we do not try to infer (unknown) real contacts



Which properties / how much detail?

• Method “0”: measure density + average weight, add back nodes and links in order 
to keep density fixed (=>increases average degree, simplest compensation method); 
Poissonian timelines of contact events on links; 

• Method “W”: measure density + statistics of link’s weights, add back nodes and links to keep density fixed, weights on surrogate links taken from measured ones, Poissonian timelines on links;  

• Method “WS”: measure link density contact matrix + statistics of link’s weights, separating intra- and inter-groups links; add back nodes and links to keep contact matrix fixed, weights on 
surrogate links taken from measured ones, separating intra-group and inter-group links, Poissonian timelines on links; 

• Method “WT”: measure density + statistics of numbers of contacts per link and of contact and inter-contact durations; add back nodes and links as in method “0”; for each surrogate link, create a 
surrogate timeline by extracting a number of contacts at random and alternate contact and inter-contact durations; 

• Method “WST”: measure link density contact matrix + statistics of numbers of 
contacts per link and of contact and inter-contact durations, separating intra- and 
inter-groups links; add back nodes and surrogate links as in “WS”, create surrogate 
timelines as in “WT”.

Increasing inform
ation



Results



SIR model, distribution of epidemic sizes (high school)

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

WST

+ +
β

µ

I I I

I R

S



SIR model, distribution of epidemic sizes (offices)

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

0

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

sample

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

W

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

WS

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

WT

0.0 0.2 0.4 0.6 0.8 1.0
Epidemic size

10-1

100

101

102

PD
F

WST

+ +
β

µ

I I I

I R

S



!238

SIS case



InVS Thiers13 SFHH

Limitations
Very low sampling rate => worse estimation of contact patterns

I- Larger deviations

Offices High School Conference

II- Reconstruction procedure fails (not enough statistics in sampled data)



Limitations

Systematic overestimation of  
• maximal size of large epidemics 
• probability and average size of large outbreaks

Due to correlations (structure and/or temporal) ?  
• present in data  
• not reproduced in surrogate data 

To test this hypothesis:  
• use reshuffled data (structurally or temporally) in which 
correlations are destroyed,  

• perform resampling and construction of surrogate data,  
• simulate spreading.



Using structurally reshuffled data

=> overestimation due to the presence of small-scale structures in 
real data, difficult or even impossible to reproduce in surrogate data
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Using incomplete contact data
• Population sampling 

– can strongly underestimate the outcome of spreading processes 
– however, maintains important properties of the temporal contact network 

(distribution of contact/inter-contact durations, of aggregate durations, of # 
of contacts per link), and of the aggregated network (overall network density, 
structure of contact matrix) 

• Possible estimation of the real outcome of simulations of 
spreading processes using surrogate contacts for the missing 
individuals 

– measure properties of sampled data 
– build surrogate links and contacts that respect the measured statistics 
– leads to a small overestimation of the outcome due to non captured 

correlations

M. Génois, C. Vestergaard, C. Cattuto, A. Barrat 
arXiv:1503.04066, Nat. Comm. 6:8860 (2015)



What if no metadata (group 
structure) is available?

Hypothesis: data missing for certain nodes at certain times 
Known: which nodes have missing data



Using NTF
• Transform the incomplete data into a 3-way tensor 
• Perform the Kruskal decomposition of the incomplete data 
• Deduce structures, their timelines, and to which structure each pair 

(i,j), where either i or j has missing data, belongs 

• From the timeline of the structure to which (i,j) belongs, deduce 
when (i,j) should be active and add back the corresponding contact 
event => surrogate temporal network

tijk ⇡
RX

r=1

airbjrckr

T ⇡ T̃ =
RX

r=1

Sr =
RX

r=1

ar � br � cr
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Using NTF & JNTF

NB: no information on group structure



> Using (incomplete) contact 
diary data

Many data sets come from contact diaries: 

• how do the reported contacts compare with contacts 
measured with sensors? 

• how do simulations using different types of data compare?



Comparing data from different sources

Simultaneous data collection among the same persons (high school students) 
• wearable sensors 
• contact diaries

Main results (robust across several case studies): 
• smaller participation rate for diaries 
• strong underestimation of the number of contacts 
• reporting probability increases with contact duration 
• overestimation of the contact durations 

• long enough contacts are all reported in diaries 
• overall structure of network maintained, but less cohesive

T. Smieszek et al., How should social mixing be measured? Comparing web-based survey and sensor-based methods. BMC Infectious 
Diseases 14:136 (2014) 
R. Mastrandrea, J. Fournet, A. Barrat. Contact Patterns in a High School: A Comparison between Data Collected Using Wearable Sensors, 
Contact Diaries and Friendship Surveys. PLOS ONE 10:e0136497 (2015) 
M. Leecaster et al., Estimates of Social Contact in a Middle School Based on Self-Report and Wireless Sensor Data, PLoS ONE 11(4): 
e0153690 (2016) 
T. Smieszek et al., Contact diaries versus wearable proximity sensors in measuring contact patterns at a conference: method comparison and 
participants' attitudes, BMC Infectious Diseases 16:341 (2016)



Comparing data from different sources

• Similar mixing patterns (contact matrices) 
• Less contacts between classes in the contact diaries 

R. Mastrandrea, J. Fournet, A. Barrat. Contact Patterns in a High School: A Comparison between Data Collected Using Wearable 
Sensors, Contact Diaries and Friendship Surveys. PLOS ONE 10:e0136497 (2015)



Impact on simulations  
of spreading processes
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Contact sensors network (CSN )
Contact diaries network (CDND)
Contact diaries network (CDNS) 

Several ingredients 
• population sampling 
• less cohesive structure/stronger community structure 
• distribution of weights

R. Mastrandrea, A. Barrat. How to estimate epidemic risk from incomplete contact diaries data?  
PLoS Comput Biol, 12: e1005002 (2016) 



How to compensate?
Issues 

• population sampling 

• no links between some class pairs (unrealistic) 

• unknown weights 

surrogate nodes and links (between missing and present nodes) in 
order to preserve the contact matrix of densities

replace by realistic values

use the empirical distribution of weights 
or 
use a pool of publicly available data

R. Mastrandrea, A. Barrat. How to estimate epidemic risk from incomplete contact diaries data?  
PLoS Comput Biol, 12: e1005002 (2016) 

Obtention of a surrogate contact network 
Simulations of spreading processes on these surrogate data 
Comparison with spreading processes on sensor contact data 



Results of simulations of an SIR model
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Contact sensors network (CSN) 
Contact diaries network (CDN snz,NB)
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Contact sensors network (CSN) 
Contact diaries network (CDN snz,NB) 
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Contact diaries network (CDN snz,NB) 
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Contact sensors network (CSN) 
Contact diaries network (CDN snz, NB) 

R. Mastrandrea, A. Barrat. How to estimate epidemic risk from incomplete contact diaries data?  
PLoS Comput Biol, 12: e1005002 (2016) 



Using data from contact diaries 
Summary

• Possibility to compensate for low response rate and underreporting 

through surrogate nodes and links 

• Use extra knowledge of population structure (to know if link densities 

are realistic or not) 

• Use publicly available data on contact durations

R. Mastrandrea, A. Barrat. How to estimate epidemic risk from incomplete contact diaries data?  
PLoS Comput Biol, 12: e1005002 (2016) 

NB:  
• case study of high school data, need to validate with other combined data sets 
• for data concerning friendship relations, much worse sampling rate => procedure is 

not sufficient, sensor data is needed  (J. Fournet & A. Barrat, Sci Rep 2017)



Non-uniform link sampling
• Simple reconstruction method from biased data 
• Sensor data from one group + rescaling of density contact matrix

High-school

Offices

J. Fournet, A. Barrat,Sci. Rep. 7:9975 (2017)



Other/ perspectives / in progress
• “Atlas” of human interactions 

• Collection of datasets (www.sociopatterns.org) 
• Comparing with self-reported contacts in various contexts  

• How to feed data into models 
• Agent-based models of contact patterns reproducing empirical phenomenology 
• Using co-presence data (easier to get) instead of contact data 
• Case of spatial sampling, case of non-uniform sampling  
• Novel data representations 
• Finding structures in data 
• Bridging scales (contacts + mobility) 
• Effect of sampling on containment strategy evaluation 
• Other processes 

• Public health 
• Contact patterns and health-related behavior (hand-washing) 
• Merging contact data and virological data 
• Designing and testing data-driven mitigation strategies

✅

✅

✅

✅

✅

✅

🔜

✅

✅

✅

http://www.sociopatterns.org


Perspectives

with V. Gelardi, N. Claidière, J. Fagot, CNRS & Aix-Marseille University, France

Social networks of animals, 
animal behaviour
cognitive sciences



Temporal networks: 
Still very open field!

Data 
Structures in data 
Incompleteness of data 
Models 
Processes on temporal networks 
… 

Datasets: www.sociopatterns.org/datasets

http://www.sociopatterns.org/datasets



